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Abstract—This paper presents an efficient modal analysis methodology that computes all modes of any given large-scale power system in exhaustive manner using the model order reduction techniques. For this, a reduced order model is generated using the Balanced Truncation (BT) method for which the controllability and observability gramians are approximated using the low-rank Cholesky factors. This leads to a rapid identification of classes of coupled dynamic devices of the original system. Next, approximated oscillatory modes are computed for each class. Finally, the exact values of the oscillatory modes of the overall power system are determined by iterative computations (the Modified Arnoldi method) initialized to the approximated modes found at the first step. The proposed methodology is able to put into evidence all coupling modes of any given large-scale power system (containing power electronics or any other specific dynamic devices). No a priori knowledge about the patter of oscillations is needed. The accuracy and efficiency of the proposed methodology are thoroughly validated on several power systems with different orders, including a large scale model of the interconnected European power system.

Index Terms—Modal analysis, Coupling modes, Large-scale power systems, Model order reduction, Balanced truncation.

I. INTRODUCTION

Power systems are in a radical change from electromechanical systems to power electronics based systems due to a massive penetration of renewable energies connected to the network via power electronic devices. Also, the immense size of actual power systems yields to linear mathematical models with very high dimensions which complicates further analysis. Hence, modal analysis of large scale systems becomes numerically fastidious.

Small-signal stability studies based on modal analysis are important to ensure global system stability [1], [2]. Modal analysis of large-scale power systems is a challenging task, especially when an exhaustive computation of oscillatory modes is required. In fact, exhaustive modal analysis should be able to put into evidence all oscillatory modes of the system, i.e., inter-area and electrical coupling modes, as discussed in our previous works [3], [4].

To this end, several approaches have been developed and discussed in literature. Most of them are unable to be exhaustive and provide only a selective modal analysis [5], [6]. Moreover, they were developed based on the hypothesis that the modes of interest are mainly due to large synchronous machines. This is no longer the case now and in future because of the presence of renewable energy sources and power electronics. To overcome these limitations, a new approach was discussed and developed in [4]. It was validated on several power systems including the large-scale model of the European power system [7]. The new approach provides an analytic and systematic way to compute all the coupling modes (inter-area, electrical, ....) of any given power system (conventional systems and systems with large penetration of power electronics) by aggregating dynamic devices which swing together into coupling class. It is able to quantify the interaction between the conventional generators, between the converters and conventional generators, and between the converters, in order to put into evidence all coupling modes. It mainly consists in three steps. First, the quantification phase in which the interaction degree between the different dynamic devices of the power system is quantified. More specifically, for each device, the other devices that are coupled with it are determined and this leads to a partition into classes of coupled dynamic devices. Next, for each class, an approximation of its coupling modes is performed using a selective modal analysis method. Finally, a full analysis should be done in order to precisely compute the characteristics of all oscillatory modes such as their frequencies, damping ratios, modes shapes, and participation factors. This methodology outperforms the classic modal analysis methods and it is efficient especially in large scale cases. However, the complexity and hence the computational time of the proposed methodology can be reduced to facilitate engineering studies. For this, in this paper, the model order reduction (MOR) techniques will be integrated to the first step (the quantification phase) of the proposed approach. In fact, an accurate reduced order model facilitates the quantification of the multi-input/multi-output interactions especially for large scale, which is the case of the European power system. This leads to a rapid and accurate identification of classes of coupled dynamic devices- independently to the system’s order and to the dynamic device type.

Quantification of the interaction between the different dynamic devices of a given power system consists of computing the modal controllability and observability, which are related to the energy needed for the control and observation of the states of the system, i.e., to the transfer from inputs to states
and from states to outputs. In order to obtain the same results, but with a reduced complexity and computation time, order reduction techniques will be used.

For this, several order reduction techniques have been studied and used to substitute large-scale systems by reduced ones (low-dimensional systems) while maintaining the same input-output behaviour of original systems (e.g. Krylov methods [8], SVD-based methods [9], [10],...), among which the Balanced Truncation (BT) will be used here for its robustness and efficiency in the elimination of the states that are difficult to reach and/or to observe. Indeed, with such order reduction, the most important input-output dynamic behaviors are preserved and they correspond to the most coupled devices of the original power system. BT is based on gramians which will be used in the quantification phase along with other input/output interaction indices, like the relative sensitivity indices.

This improves the first step of the aforementioned new modal analysis method. This step of classes computation is the one which needs the most time and computational effort. The accuracy and efficiency are validated by comparison with the old full computation of the classes on several power systems among which the large scale interconnected European power system [7].

This paper is organized as follows. Section II provides the problem formulation. Section III presents the modal analysis of large scale power system through model order reduction along with application cases. Section VI concludes this work.

II. PROBLEM FORMULATION

Mathematical modeling of power systems leads to the following set of Differential-Algebraic Equations (DAE)

\[
\begin{align*}
\dot{x} &= G(x,z) \\
0 &= H(x,z),
\end{align*}
\]  

where \( x \in \mathbb{R}^n \) is the vector of differential variables and \( z \in \mathbb{R}^q \) the vector of algebraic variables.

Linearization of (1) around an equilibrium point \((x_0, z_0)\) leads to

\[
\begin{align*}
\dot{x} &= G_x x + G_z z \\
0 &= H_x x + H_z z,
\end{align*}
\]  

If the algebraic variables are eliminated from (2), the following state matrix is obtained

\[
A = G_x - G_z H_x^{-1} H_z.
\]  

The oscillatory modes of the system are among the complex conjugate eigenvalues of \( A \):

\[
\lambda_i = \sigma_i \pm j \omega_i.
\]  

Using the information associated to these eigenvalues (frequencies, damping ratio, eigenvectors,...), a full classification/analysis of oscillatory modes can be done. Thus, both electromechanical and electrical modes, called coupling modes in the sequel, can be analysed. This full modal analysis is possible for small and classical systems. However, it is a challenging task in all other cases, at least for the following reasons:

- new power systems: can be considered as unknown systems because no prior knowledge about the structure and the shape of their oscillations is available
- large-scale power systems: their models have a large number of states due to the size of the interconnected zones and of the detail need to model the dynamic devices
- systems with high penetration of power electronics: in the last decade, the integration of Power Park Modules (PPMs) for renewable energy sources is in the full evolution. They present new types of electrical coupling modes which involve power converters.

As a consequence, the exhaustive modal analysis (eigenvalues, eigenvectors, modes shapes, ...) is numerically fastidious and even impossible with classical methods. Indeed, in most cases, these methods fail to systematically and automatically scan unknown or new large-scale grids to find all coupling modes without a prior knowledge (like frequencies, path of oscillations, ...). In addition, most of these methods are selective (and not exhaustive) and only compute electromechanical modes where the large classic synchronous thermal plants are involved.

The methodology introduced in [3], [4], [11] overcomes these limitations. Its main part consists in grouping the dynamic devices of whole system in classes of interaction. The time and computation burden of this part are very important since the whole model of the system should be considered. Intuitively, the identification of the coupling classes of any given power system can be done by exciting, one by one, each dynamic device with a well chosen temporal signal, and by analysing the correlation degree between the output responses of all dynamic devices [3]. However, in the case of large scale power systems this technique is numerically expensive and even impossible in many cases. For this, an analytic quantification of the interactions between the inputs/outputs of all dynamic devices was used in [4], [11].

Both techniques (analytic and intuitive quantification), are based on the transfer between the inputs and outputs of the analysed power system. The chosen inputs are the ones which excite one or several coupling modes, and the outputs are the variables of distant devices with important responses in such cases. This means that the considered coupling modes are controllable by the chosen inputs and observable from the chosen outputs. For this, the suitable inputs for the inter-area modes are the references of the voltage regulators \( V_{ref} \) and the outputs are the speed \( \Omega \) of each synchronous machine. For the cases of electrical coupling modes associated to the PPMs, the most significant transfer is between the reference of the voltage regulators and the power (reactive and active) injected to the grid.

Mathematically, the above definition of the coupling classes corresponds to a Multi-Input-Multi-Output (MIMO) view of the power system. For that, starting from (2) the MIMO power
system can be described using the following state-space form,
\[
\begin{align*}
\dot{x} &= Ax + Bu \\
y &= Cx,
\end{align*}
\] (5)
where \( u \in \mathbb{R}^m \) and \( y \in \mathbb{R}^q \) are, respectively, the input and output vectors as defined above. \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m} \) and \( C \in \mathbb{R}^{m \times n} \) are the system matrices.

Notice that the identification of coupling classes for large-scale systems is possible with above mentioned analytic method, but with an important complexity and computational time. In order to more directly obtain the same results, order reduction techniques were used in the work presented here.

The model order reduction technique used in the phase of the coupling classes identification should be able to preserve the transfer behavior between the inputs and outputs of interest in the sense that the significant coupling behavior between the inputs and the outputs should be detected.

It is shown in Figure 1 for a chosen test case which will be detailed in the next section that these transfer are well reproduced with the reduced model in comparison with the ones obtained with the full model.

In the next section it is shown how this model reduction is exploited to simplify the exhaustive modal analysis approach.

### III. Modal analysis using reduced order model

#### A. Model order reduction of state-space models

BT [8], [12] based method is used here to eliminate the states which are not relevant in the chosen transfers. The latter are the ones which are less controllable and observable. They are put into evidence by computing the singular value decomposition (svd) of the controllability (\( P \)) and observability (\( Q \)) gramian matrices. As a matter of fact, the state variables with strong contribution, are those associated to the largest singular values, which have thus to be preserved in the reduced model.

Mathematically, four main steps are required to compute a reduced-order model using BT

- Compute the gramian matrices \( P \) and \( Q \) as solutions of the following Lyapunov equations
  \[
  \begin{align*}
  AP + PA^T + BB^T &= 0, \\
  A^TQ + QA + C^TC &= 0.
  \end{align*}
  \] (6)

- Compute the Cholesky factors of \( P \) and \( Q \)
  \[
  \begin{align*}
  P &= LU^T, \text{ where } U \text{ is an upper matrix}, \\
  Q &= LL^T, \text{ where } L \text{ is a lower matrix}.
  \end{align*}
  \] (7)

- Compute the singular values of \( U^TL \) and balance them into large and small values
  \[
  \text{svd}(U^TL) = W \Sigma Y^T = \begin{bmatrix} W_1 & W_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 & 0 \\
  0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} Y_1^T \\
  Y_2^T \end{bmatrix}
  \] (8)

- Compute two projection matrices \( T_L \) and \( T_R \) that will be used in the construction of reduced state-space realization
  \[
  T_L = LY_1\Sigma_1^{-1/2}, \ T_R = UW_1\Sigma_1^{-1/2}
  \] (9)

Based on \( T_L \) and \( T_R \), the matrices of the state-representation of the reduced model are
  \[
  \begin{align*}
  A_r &= T_L^TAT_R, \ B_r = T_L^TB, \ C_r = CT_R,
  \end{align*}
  \] (10)

The classical implementation of the BT method [8] has three critical disadvantages:
- computationally expensive (takes several days for a system of the size of the European power system model),
- high memory consumption,
- suitable only for small to medium-sized systems (around 5000-states).

These disadvantages were counteracted in the enhanced BT [13]. More specifically, this new implementation of the BT is developed especially for the reduction of power systems using the sparse low-rank Cholesky factorization for the computing in a much faster way the controllability and observability grammians.

#### B. Test cases

Two test cases were used to asses performances of the methodology. The first one is a small model of the France-Spain interconnection and the second one is a large scale model of the European power system.

- The Spain-France interconnected power system consists of 23 synchronous generators, a PV solar farm, a wind farm, and a HVDC link between Spain and France as given in Figure 2. Its resulting Jacobian matrix is of order 1011. An input \( u \) and an output \( y \) will be considered for each generator and each PPM according to the arguments presented in Section II to chose the inputs and the outputs of the MIMO model of the power system \( (u = V_{ref}, \ \text{the references of the voltage regulators of each generator/PPM and } y = \Omega, \ \text{the speed deviation of each generator}, \ \text{and } y = \text{power, the active/reactive power of each PPM}) \). Thus, 27 inputs and 27 outputs for Spain-France power system are used.

![Figure 2: Spain-France interconnected power system](image-url)
European interconnected power system
The detailed model of the European power system including the Turkish zone [14] is used here. It consists of 1074 synchronous generators, therefore 1074 inputs and 1074 outputs were used (using the same considerations as for the French-Spain case), and the resulting Jacobian matrix is of order 44143.

All computations were carried out using Matlab R2019b on an i7 processor with a 3.60-GHz clock and 16 GB of RAM.

Based on the variation of the singular values (ranged in $[1181, 10^{-14}]$) of the overall Spain-France power system given in Figure 3.a, the first 100 singular values (ranged in $[1181, 10^{-06}]$) can be considered as the most significant ones. Indeed, the order of reduced system can be equal to 100, but for more accuracy the minimal singular value used here is equal to $10^{-10}$ which correspond to 200-state system. The frequency responses for the full and reduced subsystems are illustrated in Figure 3.b. These results indicate a very good correlation between the full and reduced-order models which means that the coupled dynamic behavior of the full system is accurately preserved.

Figure 3.c illustrates the largest singular values of the European power system. These singular values are ranged in $[0.021, 10^{-10}]$. From these results it is shown that the most suitable reduced model order is equal to 3500. In fact, starting from this order the variation of the singular values is non considerable. The computational time to obtain this latter is 3597.5 sec, which is very small compared to the computational time of the classical BT method (takes several days).

From Figure 3.d we notice a good approximation of full system for all frequencies. This validates the choice of the reduced model order.

C. Coupling classes identification
Based on the obtained reduced-order state representation (11) of the full system, the interactions between the chosen inputs/outputs of all dynamic devices can be quantified in several ways, according to several interaction indices which exist in the control design domain. The grammian indices (Participation Matrix (PM) index [15], the Hankel Interaction (HI) index [16]) and the Relative Sensitivity Technique (RST) index [17] are used here as they are characterized by a high accuracy in the quantification of the inputs/outputs transfer.

1) Gramian Indices: As mentioned before, the observability and controllability matrices $P$ and $Q$, respectively, quantify the amount of the energy transferred from the inputs to the outputs. Indeed, the controllability and the observability measures are proportional to the coupling degree between the inputs and outputs of dynamic devices of a given power system. Mathematically, the coupling degree can be quantified using HI or PM indexes which both use grammians.

From the MIMO the state-space realization (5), several Single Input Single Output (SISO) subsystems $(A, b_j, c_i$ for $i = j = 1 : number of dynamic devices) can be obtained for each pair of chosen input/outputs. For each subsystem
the observability and controllability gramian matrices will be computed.

The HI index takes into account the steady-state and dynamic effects of the system in the quantification of the interaction between the inputs and the outputs. In fact, only the effect of the high singular values of the elementary subsystems can be taken into account by the HI index. Mathematically, the Hankel norm will be computed for each elementary subsystem, and then a matrix that quantifies all interactions will be generated.

\[
HI_{ij} = \sqrt{\lambda_{\text{max}}(P_iQ_j)} = \sigma_H^{(i,j)},
\]

where \( P_i \) and \( Q_j \) are, respectively, the controllability and the observability gramian matrices of the subsystem \((i, j)\), \( \lambda_{\text{max}} \) is the greatest eigenvalue of \( P_iQ_j \) and \( \sigma_H^{(i,j)} \) is the greatest Hankel singular value of the elementary subsystem \((i, j)\).

The HI index only quantifies the effect of greatest Hankel singular values. However, in order to provide a matrix of coupled dynamic devices that is more efficient in constructing final classes, the effect of all Hankel singular values should be taken into account. This, in fact, can be done using the PM index. Mathematically, the PM index is defined by

\[
P_{MI_{ij}} = \frac{\text{tr} [P_iQ_j]}{\text{tr}[PQ]},
\]

where \( \text{tr} [P_iQ_j] \) is the trace of the matrix \([P_iQ_j]\), which denotes the sum of the squared Hankel singular values of the elementary subsystem \((i, j)\), and \( \text{tr}[PQ] \) is equal to the sum of all \( \text{tr} [P_iQ_j] \).

Notice that, these protocols are carried out for all the subsystems. Therefore, two matrices of coupled dynamic devices will be generated. Moreover, according a selection threshold \( \delta \), two matrices of coupling classes will be determined.

- HI index
  - \( |HI(i, j)| \geq \delta_{HI} \Rightarrow \text{device } i \text{ and device } j \text{ are coupled}, \)

Figure 3: Spain-France and European power systems
where $r$ results, we notice that the classes obtained using the reduced-and reduced models of the Spain-France system. From these

\[ \delta \]

illustrates only the coupled dynamic devices of classes 1 therefore, 27 coupling classes must be generated. Table I interaction indices will be presented here.

A comparative study between the coupling classes obtained

3) Coupling classes of the Spain-France Power system:

Identifying all the classes of coupled dynamic devices (appropriate input-output pairs) of the grid can be done based on a selection threshold $\delta$, i.e., the number of dynamic devices selected in each class varies according to $\delta$.

- $| RSM(i, j) | \geq \delta_RST \Rightarrow$ device $i$ and device $j$ are coupled,
- $| RSM(i, j) | < \delta_RST \Rightarrow$ device $i$ and device $j$ are not coupled.

3) Coupling classes of the Spain-France Power system:

A comparative study between the coupling classes obtained using the full system and reduced-order model for all interaction indices will be presented here.

The Spain-France power system is composed of 27 dynamic devices (23 synchronous generators and 3 renewable sources), therefore, 27 coupling classes must be generated. Table I illustrates only the coupled dynamic devices of classes 1 and 17 obtained with the gramians and RST indices for the Spain-France system with $\delta_{PM} = 0.025$, $\delta_{HI} = 0.025$, $\delta_{RST}(full) = 2e^{-04}$, and $\delta_{RST}(ROM) = 0.2$. The identification of coupling classes is done here using the full and reduced models of the Spain-France system. From these results, we notice that the classes obtained using the reduced-order model are similar to those generated using the full model for the gramians indices and quasi-similar for the RST index. These results validate the choice of the reduction order, the accuracy of the reduced-order model in preservation of the main input/output behavior of the original system, and also the accuracy of the gramians indices.

4) Coupled classes of the European power system:

Computing the gramian matrices requires the resolution of two Lyapunov equations for each matrix element which is numerically very expensive, even impossible in large-scale cases. This makes the use of gramians indices only possible for the reduced model. In this case, the largest class contains 234 generators and it is computed in 10 minutes using a classical PC. This makes computation of all classes feasible for the scale of the European power system. Of course, the use of a super computer would supplementary speed such computations.

For the RST index, computing all classes takes two hours on the same classical PC using the reduced model. This time is much improved compared with several days needed to compute some classes using the full model.

Table II illustrates the CPU times to compute one coupled class using full and reduced models of Spain-France and European systems with respect to all interaction indices. These results prove that the model order reduction technique accurately decreases the computational cost of the analysis of multi-input/multi-output large-scale power systems. In addition, the quantification of the input/output interaction becomes possible through all interaction indices independently of the system’s order.

D. Modes Computation

For each coupling class, an approximation of all its modes is performed using SMA. Next, the approximate modes found by SMA should be adjusted to the exact values of the coupling modes of the overall system. For this, several iterative classic selective modal analysis like, e.g., modified Arnoldi or GSMA [5], [18] method can be used.

59 oscillatory modes for the Spain-France power system are obtained. Table III provides some examples of modes obtained by different computations: with SMA for coupled classes generated using the reduced-order model, the gramians indices, and RST index. The second column of Table III illustrates the exact modes values that were directly computed on the overall system. The coupling modes obtained from the classes generated by the PM index are very precisely computed on the overall system. The coupling modes obtained from the classes generated by the PM index are very precisely computed on the overall system. These results validate the choice of the reduction order, the accuracy of the reduced-order model in preservation of the main input/output behavior of the original system, and also the accuracy of the gramians indices.

Based on results provided in Table III, the coupling modes of the Spain-France power system can be classified mainly in two types: inter-are and electrical coupling modes. Three examples are given in Tables IV, IV, and IV.

- The results of mode 35 are illustrated in IV. This mode involves 18 geographically distant dynamic devices (15
Table I: Comparison of coupling classes of Spain-France power system obtained using the full model (1011) and reduced one (200)

<table>
<thead>
<tr>
<th>Coupling classes using HI index and full model</th>
<th>CPU time (sec) Spain-France</th>
<th>CPU time (sec) European</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>0.18</td>
<td>0.16</td>
</tr>
<tr>
<td>Class 17</td>
<td>0.75</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Table II: CPU time to compute one coupling class using Full Order Model (FOM) and Reduced Order Model (MOR)

<table>
<thead>
<tr>
<th>Index</th>
<th>FOM 1011-states</th>
<th>ROM 200-states</th>
<th>FOM 44143-states</th>
<th>ROM 3500-states</th>
</tr>
</thead>
<tbody>
<tr>
<td>HI</td>
<td>0.18</td>
<td>0.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>4.74</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RST</td>
<td>0.33</td>
<td>0.0079</td>
<td>8.49e+04</td>
<td>0.71</td>
</tr>
</tbody>
</table>

European power system is the mode number 1 in Table VII. It involves more than 500 generators from east-west extremities of the system (mainly from Spain, France, Turkey, Greece). Table VIII gives some elements of its analysis (mode shape and participation factors).

The main steps of the exhaustive modal analysis using model order reduction are summarized in Algorithm 3.

IV. CONCLUSION

In this paper, an exhaustive modal analysis method based on a reduced-order model is presented. This method is able to find all coupling modes of any given power system. The latter may contain classic generator and renewable ones connected to the grid via power electronics. It does not require any a priori knowledge neither about the nature of modes nor about the participating dynamic devices.

This method is based on the choice of inputs and outputs to put into evidence the coupling degree between the all dynamic devices of the power system. For the large-scale cases, the quantification of the coupling degree is given by analytic methods which require low computational burden. For this, the BT model order reduction technique and analytic indices for quantification of dynamic interactions have been used.

This proposed methodology is able to perform a full modal analysis of any given RMS model as well as the EMT models. For this latter the number of states will be higher than those of RMS models. However, using a robust MOR technique in the quantification phase can facilitate their analysis especially for large-scale cases.

Results included coupling classes, eigenvalues, step responses and frequency responses of full and reduced systems.
Table III: Comparison between modal analysis using reduced-order model and full model for Spain-France power system

<table>
<thead>
<tr>
<th>Number</th>
<th>Mode of full model</th>
<th>Mode with RST index using MOR</th>
<th>Mode with HI index using MOR</th>
<th>Mode with PM index using MOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-135.3163+j*178.9952</td>
<td>-135.3163+j*178.9952</td>
<td>-135.3163+j*178.9952</td>
<td>-135.3163+j*178.9952</td>
</tr>
<tr>
<td>2</td>
<td>-0.5859 - j*4.9847</td>
<td>-0.5859 - j*4.9847</td>
<td>-0.5859 - j*4.9847</td>
<td>-0.5859 - j*4.9847</td>
</tr>
<tr>
<td>3</td>
<td>-161.7 0.0648</td>
<td>-161.7 0.0648</td>
<td>-161.7 0.0648</td>
<td>-161.7 0.0648</td>
</tr>
<tr>
<td>4</td>
<td>-139.8447+j*136.6876</td>
<td>-139.8447+j*136.6876</td>
<td>-139.8447+j*136.6876</td>
<td>-139.8447+j*136.6876</td>
</tr>
<tr>
<td>6</td>
<td>-17.7045+j*55.9061</td>
<td>-17.7045+j*55.9061</td>
<td>-17.7045+j*55.9061</td>
<td>-17.7045+j*55.9061</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>-0.3808+j*6.0187</td>
<td>-0.3808+j*6.0187</td>
<td>-0.3808+j*6.0187</td>
<td>-0.3808+j*6.0187</td>
</tr>
<tr>
<td>22</td>
<td>-0.3001+j*5.5004</td>
<td>-0.3001+j*5.5004</td>
<td>-0.3001+j*5.5004</td>
<td>-0.3001+j*5.5004</td>
</tr>
<tr>
<td>23</td>
<td>-0.5725+j*4.9878</td>
<td>-0.5725+j*4.9878</td>
<td>-0.5725+j*4.9878</td>
<td>-0.5725+j*4.9878</td>
</tr>
<tr>
<td>33</td>
<td>-0.2751+j*1.0169</td>
<td>-0.2751+j*1.0169</td>
<td>-0.2751+j*1.0169</td>
<td>-0.2751+j*1.0169</td>
</tr>
<tr>
<td>35</td>
<td>-1.4482+j*0.8053</td>
<td>-1.4482+j*0.8053</td>
<td>-1.4482+j*0.8053</td>
<td>-1.4482+j*0.8053</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>-0.2248+j*0.1985</td>
<td>-0.2248+j*0.1985</td>
<td>-0.2248+j*0.1985</td>
<td>-0.2248+j*0.1985</td>
</tr>
<tr>
<td>59</td>
<td>-0.1236+j*0.0601</td>
<td>-0.1236+j*0.0601</td>
<td>-0.1236+j*0.0601</td>
<td>-0.1236+j*0.0601</td>
</tr>
</tbody>
</table>

Table IV: Machines with highest participation in mode 35

<table>
<thead>
<tr>
<th>Mac</th>
<th>Rel. Part. (%)</th>
<th>Phase r. evec. (deg)</th>
<th>Rot. part</th>
<th>Coupled part</th>
</tr>
</thead>
<tbody>
<tr>
<td>G20</td>
<td>90.2</td>
<td>-150.5</td>
<td>0.0024</td>
<td>0.1170</td>
</tr>
<tr>
<td>G9</td>
<td>1.4</td>
<td>-96.0</td>
<td>0.0015</td>
<td>0.0015</td>
</tr>
<tr>
<td>G2</td>
<td>76.4</td>
<td>-0.1</td>
<td>0.0109</td>
<td>0.4641</td>
</tr>
<tr>
<td>G3</td>
<td>76.4</td>
<td>-0.1</td>
<td>0.0141</td>
<td>0.4652</td>
</tr>
<tr>
<td>G12</td>
<td>1.9</td>
<td>169.7</td>
<td>0.0032</td>
<td>0.0128</td>
</tr>
<tr>
<td>G13</td>
<td>2.8</td>
<td>168.9</td>
<td>0.0030</td>
<td>0.0100</td>
</tr>
<tr>
<td>G16</td>
<td>1.1</td>
<td>163.9</td>
<td>0.0015</td>
<td>0.0054</td>
</tr>
<tr>
<td>G14</td>
<td>1.5</td>
<td>156.1</td>
<td>0.0035</td>
<td>0.0016</td>
</tr>
<tr>
<td>G19</td>
<td>1.9</td>
<td>66.3</td>
<td>0.0001</td>
<td>0.0003</td>
</tr>
<tr>
<td>G21</td>
<td>4.3</td>
<td>47.2</td>
<td>0.0111</td>
<td>0.0034</td>
</tr>
<tr>
<td>G15</td>
<td>3.3</td>
<td>38.3</td>
<td>0.0055</td>
<td>0.0001</td>
</tr>
<tr>
<td>G4</td>
<td>1.6</td>
<td>2.9</td>
<td>0.0032</td>
<td>0.0109</td>
</tr>
<tr>
<td>G6</td>
<td>4.4</td>
<td>0.6</td>
<td>0.0032</td>
<td>0.0200</td>
</tr>
<tr>
<td>G7</td>
<td>1.6</td>
<td>3.6</td>
<td>0.0028</td>
<td>0.0065</td>
</tr>
<tr>
<td>Wind</td>
<td>3.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0126</td>
</tr>
<tr>
<td>PV</td>
<td>5.4</td>
<td>0.0</td>
<td>0.0126</td>
<td>0.0076</td>
</tr>
<tr>
<td>G8</td>
<td>100</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Table V: Machines with highest participation in mode 2

<table>
<thead>
<tr>
<th>Mac</th>
<th>Rel. Part. (%)</th>
<th>Phase r. evec. (deg)</th>
<th>Rot. part</th>
<th>Coupled part</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV</td>
<td>68.6</td>
<td>25.3</td>
<td>0.0</td>
<td>0.0126</td>
</tr>
<tr>
<td>HSTC</td>
<td>68.6</td>
<td>25.3</td>
<td>0.0</td>
<td>0.0126</td>
</tr>
<tr>
<td>Wind</td>
<td>76.4</td>
<td>23.5</td>
<td>0.0</td>
<td>0.0126</td>
</tr>
</tbody>
</table>

Algorithm 1 Exhaustive Modal Analysis using model order reduction (Inputs: Grid – model; Outputs: Coupling modes)

1. Linearize the grid model and generate the state-space realisation as (5)
2. Generate a suitable reduced order model using the BT method order reduction method
3. Generate the classes of coupled devices using an interaction index
4. for $i=1:m$
   According to the threshold $\delta$, select the different coupled dynamic devices
5. for $k=1:number of classes$
   (5.1) Generate the sub-matrices $(A_{rr}, A_{rz}, A_{zr}, A_{zz})$ for each class
   (5.2) Apply the SMA algorithm and compute the modes related to the relevant dynamics
   (5.3) Select only the complex eigenvalues
6. Starting from each mode found at each class, do a full eigenvalue calculation in order to obtain the exact values of the modes of the overall system
7. Perform a full modal analysis (mode shape, participation factors, ... ) to identify the really coupling modes
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Table VII: Comparison between modal analysis using reduced-order model and full model for European power system

<table>
<thead>
<tr>
<th>Number</th>
<th>Mode with PM index using MOR</th>
<th>Mode with HI index using MOR</th>
<th>Mode with RST index using full model</th>
<th>Mode using full model</th>
<th>Freq.(Hz)</th>
<th>Damp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.123±j1.1192</td>
<td>-0.260±j1.0742</td>
<td>-0.236±j1.1142</td>
<td>-0.1199±j1.0671</td>
<td>0.1698</td>
<td>11.46</td>
</tr>
<tr>
<td>2</td>
<td>-0.198±j1.5467</td>
<td>-0.182±j1.9752</td>
<td>0.200±j2.0038</td>
<td>-0.1728±j1.5044</td>
<td>0.2394</td>
<td>11.41</td>
</tr>
<tr>
<td>3</td>
<td>-0.148±j2.0089</td>
<td>-0.174±j1.9708</td>
<td>-0.131±j2.0102</td>
<td>-0.1493±j1.9883</td>
<td>0.3164</td>
<td>7.49</td>
</tr>
</tbody>
</table>

Table VIII: Machines with highest participation in mode 1

<table>
<thead>
<tr>
<th>Country</th>
<th>Mac.</th>
<th>Real. Part. (%)</th>
<th>Phase R.evec. δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turkey</td>
<td>G1</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Turkey</td>
<td>G2</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>G3</td>
<td>89.7</td>
<td>5.9</td>
</tr>
<tr>
<td>France</td>
<td>G561</td>
<td>41.0</td>
<td>167.9</td>
</tr>
<tr>
<td>Spain</td>
<td>G562</td>
<td>36.3</td>
<td>-180.0</td>
</tr>
<tr>
<td>France</td>
<td>G563</td>
<td>57.8</td>
<td>171.9</td>
</tr>
</tbody>
</table>


