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Abstract—Mathematical optimization techniques play a key role in enabling the power system transition to sustainable energy and are used for a variety of applications such as scenario analysis, optimal planning and operational decision making. Power flow optimization, a.k.a., optimal power flow, is a building block for many applications in network operations and planning. This paper discusses the treatment of general polynomial chaos expansion for the current-voltage formulation of the optimal power flow problem. The power flow equations of the current-voltage formulation are linear, making their Galerkin projection significantly more tractable compared to formulations in the power-voltage space, while still being exact. Furthermore, auxiliary variables and quadratic constraints enable chance constraints as second-order-cone constraints. An additional advantage of this approach is that the Galerkin projection of the quadratic constraints is significantly less complex compared to those of non-linear constraints with a polynomial degree higher than two, as would be needed for expressing the original variables’ variance without the auxiliary variables. On average, the current-voltage formulation using auxiliary variables shows more than an order of magnitude speed-up with respect to the power-voltage formulation without auxiliary variables.

Index Terms—AC optimal power flow, uncertainty, general polynomial chaos expansion, chance-constrained, current-voltage formulation.

I. INTRODUCTION

A. Background and Motivation

Given the rise in renewable energy sources, the operation of power systems has become increasingly uncertain. Incorporating uncertainty in decision making problems benefits stakeholders and decreases operational costs. Stochastic optimization is a framework to make optimal decisions under uncertainty. Stochastic optimal power flow (OPF) models build the basis for a number of possible applications. One such application is to represent the uncertainties in the power flow equations under stochastic behavior is famously challenging, because it requires, (i) propagating uncertainties through a set of implicit non-linear equations; and (ii) algorithms that provide probabilistic or robust guarantees for constraint satisfaction [3]. Furthermore, most methods rely on convexity of the original deterministic problem, however, this does not hold for the full AC OPF. In this light, general polynomial chaos expansion (gPC) has been applied in the literature to obtain stochastic solutions to the non-linear OPF problem.

Polynomial chaos expansion (PCE) enables development of structured representation of random variables in terms of orthogonal base polynomials weighted by coefficients. Essentially, PCE is to random variables what a Fourier series is to a periodic signal: a representation of an infinite-dimensional object in terms of finitely many scalar coefficients [8]. The polynomials are orthogonal with respect to the joint distribution of the input random variables. This is also called Wiener chaos expansion [4]. The original PCE introduced by Wiener in 1938 was limited to the Gaussian distribution and the corresponding Hermite polynomials. Xiu and Karniadakis generalized the PCE introduced by Wiener to all Askey scheme members [5], expanding its use to general non-Gaussian distributions [6] and henceforth gained popularity as gPC. Furthermore, Wan and Karniadakis proposed an expansion beyond Wiener-Askey scheme to handle the arbitrary probability density functions based on Stieltjes procedure [7] and called it arbitrary polynomial chaos expansion (aPC). Oladyshkin and Nowak proposed the moment based orthogonal polynomial construction and actions, significant operational cost savings can be achieved. Further, stochastic OPF builds the basis for stochastic security-constrained OPF models, essential for the secure operation of the transmission system. For instance, Capitanescu et al. [2] propose an algorithmic approach for computing day-ahead operational decisions in order to guarantee feasibility of the next-day security management for a range of possible operating conditions representing the uncertainties.

Commonly, in stochastic OPF models, random variables are assumed to be Gaussian, exploiting their mathematical properties for the sake of computational efficiency. However, many phenomena in power systems do not cohere to Gaussian uncertainty, e.g., wind speed follows a Weibull distribution and solar irradiation follows a Beta distribution. The handling of the power flow equations under stochastic behavior is famously challenging, because it requires, (i) propagating uncertainties through a set of implicit non-linear equations; and (ii) algorithms that provide probabilistic or robust guarantees for constraint satisfaction [3]. Furthermore, most methods rely on convexity of the original deterministic problem, however, this does not hold for the full AC OPF. In this light, general polynomial chaos expansion (gPC) has been applied in the literature to obtain stochastic solutions to the non-linear OPF problem.
named it as data-driven gPC \[8\]. In this work, we deal with non-Gaussian distributions defined by Askey schemes and henceforth refer it as gPC as correct abbreviation even-though different authors use PC for the same. Depending on the chosen polynomial basis, well-known univariate distributions, e.g., the normal or Beta distribution, are exactly represented by a first-order polynomial, hence by just two polynomial chaos expansion coefficients. It has been shown that polynomial chaos methods are computationally superior to Monte-Carlo based methods \[9\]. An in-depth treatment of polynomial chaos is out of scope for this paper, however, the interested reader is referred to excellent text books, for instance: “Numerical methods for stochastic computations” by Xiu \[10\] or “Introduction to uncertainty quantification” by Sullivan \[11\].

Compared to Monte-Carlo-based, i.e., scenario-based, stochastic optimization, the primary advantage of gPC is its ability to accurately and efficiently handle equality constraints that involve random continuous variables such as the power flow equations under uncertain load or generation values. At the same time, gPC also helps enforcing inequality constraints using moment-based reformulations of chance constraints.

### B. Significance of Variable Spaces for OPF

The power flow physics can be equivalently represented in a variety of variable spaces. In the OPF literature, the power-voltage variable space is commonly used, which allows for elimination of the power variables for (fixed) loads. However, other variable spaces are also used, e.g. current-voltage is the natural choice in Kirchhoff’s circuit laws \[12\], and power-lifted-voltage (W) is a choice that enables tight convex relaxations \[13\]. Computational experiments have been developed by Sadat and Kim for deterministic OPF \[14\]. They observe, for transmission data sets, that the rectangular power-voltage (ACR) form computationally outperforms the rectangular current-voltage (IVR) formulation for the deterministic OPF.

The choice of variable space changes the opportunities for elimination of certain categories of variables, which is a way to influence the problem size, i.e., number of constraints and variables, without impacting accuracy. Those opportunities depend on the relative abundance of system elements such as loads and branches. Table II provides a comparison between IVR and ACR forms. The ACR form has an advantage when there is a higher amount of fixed demand, as no variables are required for constant power loads. Conversely, the power flow in a branch requires four real scalar variables in ACR but only two in IVR. In IVR the non-linearity is confined to the transformation of generator/load power set points to current variables, while the power flow equations themselves are linear. In ACR the non-linearity is concentrated in the expressions for power flow through a branch. A final key difference is the formulation of Kirchhoff’s current law (KCL) at the buses. IVR develops the KCL expressions in the namesake current variables, whereas ACR lifts them to the power variables,

\[
\text{IVR: } \sum_i I = 0 \quad \text{\rightarrow} \quad \sum_i S = 0 : \text{ACR} \tag{1}
\]

### C. Literature Review on Stochastic (O)PF

The literature review focuses on stochastic power flow simulation and optimization, and categorizes it according to the presence of:

- chance constraints (CC),
- general polynomial chaos expansion gPC, and
- power flow (PF) simulation versus optimization (OPF).

1) CC-OPF: Bienstock et al. \[15\] consider the availability of a reliable wind forecast and the distribution function of the uncertain generation, in their CC-OPF to satisfy all the network limits with a high probability while simultaneously minimizing the cost of economic re-dispatch. They demonstrate the scalability on a 2746-bus network, run on a personal laptop. Venzke et al. \[16\] propose a convex reformulation of chance-constrained OPF considering two types of uncertainty sets, i.e., a rectangular one and a multivariate Gaussian distribution of forecast errors. The authors propose a novel analytical reformulation of the linear chance constraints and a tractable approximation to the semi-definite chance constraints and provide numerical illustration on a 9-bus system with two wind farms. Roald et al. \[17\] propose an accurate but tractable analytical reformulation of the chance constraints in the context of OPF in polar power-voltage variables. The reformulation maintains the non-linear power flow equations for a forecasted operating point, and models the impact of uncertainty through a linearization in that point.

2) gPC-PF: Mühlpfordt et al. \[18\] demonstrate the application of gPC to the stochastic power flow problem. They develop numerical results for the polynomial chaos for the rectangular power-voltage formulation of the power flow equations, applied to the IEEE 14 bus system. Métivier et al. \[19\] propose a modified algorithm based on gPC that delivers significantly improved computational efficiency, while retaining the high level of accuracy of the standard polynomial
chaos expansion. The key contribution is that they exploit sparsity and algebraic properties of the power flow equations. Sheng and Wang [20] propose a computationally efficient and accurate algorithm to evaluate stochastic gPC based power flow, exploiting sparsity and a continuation method.

3) gPC-OPF: Engelmann et al. [21] combine uncertainty propagation via gPC with the augmented lagrangian alternating direction inexact Newton method to solve stochastic OPF problems with non-Gaussian uncertainties, in a context of distributed computation.

4) gPC-CC-OPF: Arguably, the most advanced and conceptually complete framework for stochastic optimization is that of gPC with chance constraints. Mühlpfordt et al. [22] present a constructive approach to chance-constrained linearized ‘dc’ OPF that does not assume a specific probability distribution and demonstrate its use on a 300-bus case study. Lastly, Mühlpfordt et al. [23] propose a framework to formulate chance-constrained AC OPF using gPC and constraint generation, accounting for voltage magnitude and current magnitude limits, but without relying on samples, relaxations or linearizations.

D. Contributions and Organization of the Paper

While a lot of work has been done on stochastic power flow simulation using the gPC technique, optimization-focused works that include chance constraints are comparatively rare. Previous work in the context of gPC-CC-OPF universally use the ACR formulation. However, the impact of variable spaces for the power flow physics has not yet been explored in the context of stochastic OPF through gPC. Therefore, this paper develops the gPC extension of the IVR formulation of the deterministic OPF problem. Our work therefore complements the ACR results of Mühlpfordt et al. [23]. Additionally, using auxiliary variables and constraints, chance constraints are formulated as convex second-order cones, and the Galerkin projection the constraints for the necessary probabilistic moments is simplified from order four to order two.

The remainder of the paper is organized as follows: Section II introduces the deterministic IVR-OPF. Section III extends the IVR-OPF to allow for random variables through gPC. Furthermore, its fundamental theorems, integration with the Galerkin projection and application towards chance constraints are discussed. Section IV provides numerical results for a number of test cases. Finally, Section V concludes the paper.

II. DETERMINISTIC OPF

The feasible set of the deterministic IVR-OPF problem is introduced. Special attention is paid to its features, focusing on the differences compared to the ACR formulation.

Buses \( i \in \mathcal{I} \) are the vertices of the graph representing the power system of interest. The bus voltage in rectangular coordinates is,

\[
U_i = U_i^r + j U_i^im.
\]

Voltage magnitude \(|U_i|\) is bounded between \(U_i^{\min}\) and \(U_i^{\max}\). The shunt admittance at a bus \( i \) is given by \(y_{ij}^{sh}\), where \(g_{ij}^{sh}\) and \(b_{ij}^{sh}\) denote the corresponding conductance and susceptance, respectively.

Branches \( l \in \mathcal{L} \) are the edges of the graph, represented by a \( \pi \)-model (Fig. 1). A tuple \( l_{ij} \in \mathcal{T}^{\pi} \) links a branch \( l \) to its from- \( i \) and to-bus \( j \); \( \mathcal{T}^{\pi} \) contains the equivalent tuples with \( i \) and \( j \) reversed, and the union set is \( \mathcal{T} = \mathcal{T}^{\pi} \cup \mathcal{T}^{\pi^*} \). The current flowing through a branch \( l \) from bus \( i \) to \( j \) is,

\[
I_{l_{ij}} = I_{l_{ij}}^r + j I_{l_{ij}}^im = I_{l_{ij}}^r + I_{l_{ij}}^m = (I_{l_{ij}}^r + I_{l_{ij}}^m) + j (I_{l_{ij}}^m + b_{ij}^{sh}U_i^{im} + b_{ij}^{sh}U_i^{im}).
\]

Note that this notation implies \( I_{l_{ij}}^r + I_{l_{ij}}^m = 0 \). The current magnitude \(|I_{l_{ij}}|\) is bounded by \(I_{l_{ij}}^{\text{rated}}\). The series impedance of a branch \( l \) is given by \( z_{l_{ij}} \), where \( g_{l_{ij}}^{sh} \) and \( b_{l_{ij}}^{sh} \) denote the corresponding shunt conductance and susceptance, respectively.

Units \( u \in \mathcal{U} \) generalize loads and generators. A tuple \( u_{ij} \in \mathcal{T}^u \) links a unit \( u \) to a specific bus \( i \). The current flowing from the bus \( i \) to the unit \( u \) is,

\[
I_u = I_u^r + j I_u^m.
\]

The complex power flowing into a unit is therefore,

\[
S_u = U_i I_u, \quad \mathcal{T}^u
\]

A unit \( u \) is either a load \( d \) or a generator \( g \) belonging to subsets \( D \) or \( G \), respectively, and with set-points \( P_u^{\text{ref}} \) and \( Q_u^{\text{ref}} \) or limits \( P_u^{\text{min}} \) and \( P_u^{\text{max}} \), \( Q_u^{\text{min}} \) and \( Q_u^{\text{max}} \), respectively. Consequently, the feasible set of the IVR formulation of the deterministic OPF problem is:

Reference Bus Constraint: \( U_i^{\text{ref}} = 0 \), \( \forall i \in \mathcal{T}^{\text{ref}} \).

Bus Constraints: \( \sum_{l_{ij} \in \mathcal{T}^{\pi}} I_{l_{ij}}^r + \sum_{u_{ij} \in \mathcal{T}^u} I_{l_{ij}}^m = 0 \), \( \forall i \in \mathcal{I} \).

Branch Constraints: \( \sum_{l_{ij} \in \mathcal{T}^{\pi}} I_{l_{ij}}^r + \sum_{u_{ij} \in \mathcal{T}^u} I_{l_{ij}}^m = 0 \), \( \forall i \in \mathcal{I} \).

((U_i^r)^2 + (U_i^m)^2) \leq (U_i^{\max})^2, \quad \forall i \in \mathcal{I} \).
U^i_j - r^i_{tij} \hat{U}^i_j + x^i_{tij} \hat{x}^i_{tij}, \quad \forall l \neq j \in \mathcal{T}^b, (10e)
U^i_j = U^{im} - r^{im}_{tij} x^{im}_{tij}, \quad \forall l \neq j \in \mathcal{T}^b, (10f)
I^i_{tij} = g^{sh}_{tij} U^i_j - b^{sh}_{tij} \hat{I}^i_j + \hat{x}^{imb}_{tij}, \quad \forall l \neq j \in \mathcal{T}^i, (10g)
I^i_{tij} = I^{imb}_{tij} + b^{sh}_{tij} \hat{I}^i_j + \hat{x}^{imb}_{tij}, \quad \forall l \neq j \in \mathcal{T}^i, (10h)
(I^i_{tij})^2 + (\hat{x}^{imb}_{tij})^2 \leq (\hat{I}_{tij})^2, \quad \forall l \neq j \in \mathcal{T}^i, (10i)

Demand Constraints:
U^{ref}_{id} + I^{ref}_{id} = P^{ref}_d, \quad \forall di \in \mathcal{T}^d, (10j)
U^{im}_{id} - U^{ref}_{id} = \hat{Q}^{ref}_d, \quad \forall di \in \mathcal{T}^d, (10k)

Generator Constraints:
P^{min}_g \leq U^{ref}_{id} + I^{ref}_{id} \leq P^{max}_g, \quad \forall gi \in \mathcal{T}^g, (10l)
Q^{min}_g \leq U^{ref}_{id} - U^{ref}_{id} \leq Q^{max}_g, \quad \forall gi \in \mathcal{T}^g, (10m)

The following aspects of the IVR formulation with respect to its ACR counterpart are highlighted for the subsequent application of the gPC method,

1) the power flow equations, i.e., Ohm’s law and Kirchhoff’s current law, in (10e)-(10h) are linear, whereas these are quadratic in the ACR formulation;
2) unit power is enforced through quadratic expressions (10j)-(10m), whereas they are linear in the ACR formulation; and
3) bounds on bus voltage magnitude (10k) and line current magnitude (10l) are quadratic, similar to the ACR formulation.

III. STOCHASTIC OPF THROUGH GPC

The formulation presented in the previous Section II assumes deterministic load and generator set-points. However, in reality, these set-points are influenced by random variables, and consequently are random variables themselves. In turn, all variables in (10) become random variables. In general, all stochastic drivers are captured by a real-valued finite-variance stochastic germ \( \omega = [\omega_1, ..., \omega_{N_w}]^T \) with \( N_w \in \mathbb{N} \), and corresponding set of possible realizations \( \Omega \subset \mathbb{R}^{N_w} \). One method of modeling non-linear behavior of under uncertainty is through gPC expansion. The crucial features of gPC are summarized in the next sections, including: §III-A) its fundamental theorems, §III-B) integration with the Galerkin projection, and §III-C) application to chance constraints. Finally, Section IIIC) presents the IVR formulation of the gPC-CC-OPF.

A. General Polynomial Chaos Expansion

Consider a basis of \( N_w \)-variate polynomial basis functions \( \{\psi_k(\omega)\}_{k \in \mathcal{K}} \) that is orthogonal with probability function \( \mathbb{P}(\omega) \) such that,
\[
\langle \psi_1, \psi_k \rangle = \mathbb{E}[\psi_1 \psi_k] = \int \psi_1 \psi_k \mathbb{P}(\omega) \, d\omega = \gamma_l \delta_{l,k}, \quad \forall l, k \in \mathcal{K} \subseteq \mathbb{N},
\]
where \( \gamma_l \) and \( \delta_{l,k} \) denote a positive scalar and the Kronecker delta, respectively. Polynomial chaos expansion approximates any real-valued random variable \( x \) of finite variance that is a function of the stochastic germ \( \omega \) as a linear combination \( \hat{x} \) of the orthogonal polynomial basis \( \{\psi_k(\omega)\}_{k \in \mathcal{K}} \),
\[
\hat{x} = \sum_{k \in \mathcal{K}} x_k \psi_k = \sum_{k \in \mathcal{K}} \frac{\langle x, \psi_k \rangle}{\langle \psi_k, \psi_k \rangle} \psi_k,
\]
where \( x_k \in \mathbb{R} \) denote the gPC coefficients. For a given random variable \( x \), a gPC coefficient \( x_k \) is given by the inner product of the random variable \( x \) and the corresponding polynomial basis function \( \psi_k \) divided by the inner product of the polynomial basis function \( \psi_k \) with itself, see (12). The expectation \( \mathbb{E} \) and variance \( \mathbb{V} \) of an approximated random variable \( \hat{x} \) are,
\[
\mathbb{E}[\hat{x}] = x_0, \quad (13)
\]
\[
\mathbb{V}[\hat{x}] = \sum_{k \in \mathcal{K} \setminus \{0\}} \langle \psi_k, \psi_k \rangle x_k^2. \quad (14)
\]
The truncation error \( ||x - \hat{x}|| \) decays to zero for \( |\mathcal{K}| \to \infty \). The cardinality of \( \mathcal{K} \) is,
\[
|\mathcal{K}| = \frac{(N_w + N_d)!}{N_w! N_d!}, \quad (15)
\]
where \( N_d \) denotes the maximum degree of the polynomial basis functions. It has been shown that polynomial basis functions with degree two capture the non-linear nature of the power flow equations without significant loss of accuracy while solving gPC-CC-OPF [23].

B. Stochastic Galerkin Method

An intrusive approach is required to exploit gPC in an optimization context. This implies that pre-existing numerical solution schemes for the deterministic problem cannot be used as they are, and must be coupled or otherwise modified to solve the stochastic problem [11]. The stochastic Galerkin method uses the formalism of weak solutions, expressed in terms of inner products, to form systems of equations for the stochastic modes, which are generally coupled together.

Concretely, a vector of approximated prescribed random variables, e.g., load set-points, is propagated through a set of implicit non-linear equations (10) to obtain a vector of unknown random variables, e.g., bus voltages. Taking a closer look at (10), two distinct operations stand out: summation and multiplication. Consider three approximated random variables \( \hat{x}, \hat{y} \) and \( \hat{z} \) defined using the same gPC basis, the Galerkin projection of both operations is,
\[
\hat{z} = \hat{x} + \hat{y} \overset{\text{gp}}{\rightarrow} z_k = x_k + y_k, \quad \forall k \in \mathcal{K}, \quad (16)
\]
\[
\hat{z} = \hat{x} \cdot \hat{y} \overset{\text{gp}}{\rightarrow} z_k = \sum_{k_1, k_2 \in \mathcal{K}} M(x_{k_1}, y_{k_2}), \quad \forall k \in \mathcal{K}, \quad (17)
\]
where \( M \) denotes the multiplication tensor,
\[
M = \frac{\langle \psi_{k_1}, \psi_{k_2} \rangle \psi_k}{\langle \psi_k, \psi_k \rangle}, \quad (18)
\]
and can be computed ahead-of-time. Furthermore, note that if one of the terms in the multiplication is a deterministic parameter, i.e., \( x_k = 0, \forall k \in \mathcal{K} \setminus \{0\} = \mathcal{K}_0 \), the Galerkin projection of the multiplication simply reduces to,
\[
z_k = x_0 \cdot y_k, \quad \forall k \in \mathcal{K}. \quad (19)
\]
Concretely, the Galerkin projection permits solution of the stochastic problem by means of $|K|$ deterministic and tractable relations.

However, besides the Galerkin projection adding $|K| - 1$ additional constraints for each constraint in $(10)$, each Galerkin multiplication significantly reduces the sparsity of the corresponding constraints following the summation over all second-order permutations of $K$. Consequently, using the OPT formulation containing the smallest number of quadratic terms improves the sparsity of the resulting stochastic problem. The quadratic terms of the ACR formulation occur in the branch power flow equations, whereas for the IVR formulation, they occur in the unit power equations. Analysis of the benchmarking library PGLIB shows that, on average, the branches outnumber the units by a factor 1.6. Therefore, from the perspective of sparsity, the IVR formulation seems a promising choice for improving the gPC-CC-OPF scalability.

### C. Moment-Based Reformulation of Chance Constraints

In a stochastic context, it is infeasible to enforce deterministic bounds on continuous random variables. Alternatively, chance constraints ensure that the probability of a random variable $x$ violating a deterministic bound $x_{\min}$ or $x_{\max}$ is below a certain level $\varepsilon$:

$$ P(x \geq x_{\min}) \leq (1 - \varepsilon) \quad \text{or} \quad P(x \leq x_{\max}) \leq (1 - \varepsilon). \quad (20) $$

The moment-based reformulation equivalently states this as,

$$ x_{\min} \leq \text{E}(x) \pm \lambda(\varepsilon) \sqrt{\text{V}(x)} \leq x_{\max}, \quad (21) $$

where $\lambda(\varepsilon) > 0$ is chosen based on knowledge of the random variable. For example, for a Gaussian random variable, the reformulation is exact with $\lambda(\varepsilon) = \lambda_\Phi(\varepsilon) := \Phi^{-1}(1 - \varepsilon)$, where $\Phi(\cdot)$ is the quantile function of the standard Gaussian distribution $\mathcal{N}(0,1)$.

Using $(13)$ and $(14)$, $(21)$ is exactly reformulated as,

$$ x_{\min} \leq x_0 \pm \lambda(\varepsilon) \sqrt{\sum_{k \in K_0} \langle \psi_k \psi_k \rangle x_k^2} \leq x_{\max}, \quad (22) $$

which are two second-order cone constraints.

However, note that deterministic bounds $(10d), (10i), (10l)$ and $(10m)$ are not expressed using a single variable, rather by using the sum of product of variables, e.g., $P_g \leq U_{g,\text{re}} + U_{g,\text{im}} \leq P_{\text{max}}$, preventing direct application of $(22)$. Mühlpfordt et al. [23] address this by expressing the expectation and the variance of the voltage and current magnitudes through a Galerkin projection (Table III). Note that this introduces a sum over all fourth-order permutations of $K$ and corresponding fourth-order multiplication tensor.

As an alternative, this paper proposes auxiliary variables and constraints to avoid the need for a fourth-order multiplication tensor, consequently keeping the feasible set purely quadratic. The chance constraints are enforced on the auxiliary variables.

2^Note that there is no need to extend this for the active and reactive generator bounds as these variables are naturally part of the ACR formulation.

Concretely, the following auxiliary variables and constraints are introduced:

1) individual constraints are significantly sparser given the summation over all second-order permutations of $K$, rather than all fourth-order permutations;
2) individual constraints are quadratic rather than fourth-order polynomial, avoiding the need for automatic differentiation; and
3) it avoids compounding truncation errors from repeated orthogonal projection associated with the non-associative property of the Galerkin projection [11].

### D. GPC-CC-OPF Using IVR Formulation

Finally, the feasible set of the IVR formulation of the gPC-CC-OPF is,

Reference Bus Constraints $- \forall i \in \mathcal{T}^{ref}$:

$$ U_{i,k}^{\text{re}} = 0, \quad \forall k \in K_0, \quad (23a) $$
$$ U_{i,k}^{\text{im}} = 0, \quad \forall k \in K, \quad (23b) $$

Bus Constraints $- \forall i \in \mathcal{T}$:

$$ \sum_{l \in \mathcal{I}_i} \sum_{m \in \mathcal{T}^n} P_{i,l}^{\text{re},m} + \sum_{m \in \mathcal{T}^o} P_{i,l}^{\text{re},m} - \sum_{m \in \mathcal{T}^o} P_{i,l}^{\text{im},m} = 0, \quad \forall k \in K, \quad (23c) $$
$$ \sum_{l \in \mathcal{I}_i} \sum_{m \in \mathcal{T}^o} P_{i,l}^{\text{im},m} + \sum_{m \in \mathcal{T}^o} P_{i,l}^{\text{im},m} + \sum_{m \in \mathcal{T}^o} P_{i,l}^{\text{re},m} = 0, \quad \forall k \in K, \quad (23d) $$
$$ \sum_{k_1,k_2 \in K} M(U_{i,k_1}^{\text{re}}, U_{i,k_2}^{\text{re}} + U_{i,k_1}^{\text{im}}, U_{i,k_2}^{\text{im}}) = W_{i,k}, \quad \forall k \in K, \quad (23e) $$

From Branch Constraints $- \forall l \in \mathcal{T}^{ref}$:

$$ U_{i,k}^{\text{re}} = U_{i,k}^{\text{re}} - r_{i,l} U_{i,k}^{\text{re}} + x_{i,l} U_{i,k}^{\text{im}}, \quad \forall k \in K, \quad (23g) $$
$$ U_{i,k}^{\text{im}} = U_{i,k}^{\text{im}} - r_{i,l} U_{i,k}^{\text{im}} - x_{i,l} U_{i,k}^{\text{re}}, \quad \forall k \in K, \quad (23h) $$

Branch Constraints $- \forall l \in \mathcal{T}$:

$$ P_{i,l}^{\text{re},m} = g_{i,l} U_{i,k}^{\text{re}}, \quad \forall k \in K, \quad (23i) $$
$$ P_{i,l}^{\text{im},m} = g_{i,l} U_{i,k}^{\text{im}}, \quad \forall k \in K, \quad (23j) $$
$$ \sum_{k_1,k_2 \in K} M(U_{i,k_1}^{\text{re}}, U_{i,k_2}^{\text{re}} + U_{i,k_1}^{\text{im}}, U_{i,k_2}^{\text{im}}) = J_{i,l}, \quad \forall k \in K, \quad (23k) $$

Demand Constraints $- \forall d \in \mathcal{T}$:

$$ \sum_{k_1,k_2 \in K} M(U_{i,k_1}^{\text{re}}, U_{i,k_2}^{\text{re}} + U_{i,k_1}^{\text{im}}, U_{i,k_2}^{\text{im}}) = P_{d,k}, \quad \forall k \in K, \quad (23m) $$
$$ \sum_{k_1,k_2 \in K} M(U_{i,k_1}^{\text{re}}, U_{i,k_2}^{\text{re}} - U_{i,k_1}^{\text{im}}, U_{i,k_2}^{\text{im}}) = Q_{d,k}, \quad \forall k \in K, \quad (23n) $$
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\[
E[U_g^{\pm}] = \sum_{k,l \in K} (v_k, v_l) (U_{i,k}^{re} U_{i,l}^{re} + U_{i,k}^{im} U_{i,l}^{im})^2 + (U_{i,k}^{re} U_{i,l}^{im} + U_{i,k}^{im} U_{i,l}^{re})^2
\]

\[
\mathbb{V}[U_g^{\pm}] = \sum_{k,l \in K} (v_k, v_l) (U_{i,k}^{re} U_{i,l}^{re} + U_{i,k}^{im} U_{i,l}^{im})^2 + (U_{i,k}^{re} U_{i,l}^{im} + U_{i,k}^{im} U_{i,l}^{re})^2
\]

\[
E[|I_{ij,k}^g|] = |v_i v_j| \sum_{k \in K} (v_k, v_k) (U_{i,k}^{re} U_{i,k}^{re} U_{i,j,k}^{re} U_{i,j,k}^{re} + 2U_{i,k}^{re} U_{i,k}^{im} U_{i,j,k}^{re} U_{i,j,k}^{im} + U_{i,k}^{im} U_{i,k}^{im} U_{i,j,k}^{im} U_{i,j,k}^{im})
\]

\[
\mathbb{V}[|I_{ij,k}^g|] = |v_i v_j| \sum_{k \in K} (v_k, v_k) (U_{i,k}^{re} U_{i,k}^{re} U_{i,j,k}^{re} U_{i,j,k}^{re} + 2U_{i,k}^{re} U_{i,k}^{im} U_{i,j,k}^{re} U_{i,j,k}^{im} + U_{i,k}^{im} U_{i,k}^{im} U_{i,j,k}^{im} U_{i,j,k}^{im})
\]

Generator Constraints – \( \forall g \in T^e \):

\[
\sum_{k_1, k_2 \in K} M(U_{i,k_1}^{re} U_{i,k_2}^{re} + U_{i,k_1}^{im} U_{i,k_2}^{im}) = P_{g,k}, \quad \forall k \in K,
\]

\[
\sum_{k_1, k_2 \in K} M(U_{i,k_1}^{im} U_{i,k_2}^{im} - U_{i,k_1}^{re} U_{i,k_2}^{re}) = Q_{g,k}, \quad \forall k \in K,
\]

\[
P_{g}^{\min} \leq E(P_g) + \lambda (\sigma P_{\max} - P_g), \quad \forall g \in G,
\]

\[
Q_{g}^{\min} \leq E(Q_g) + \lambda (\sigma Q_{\max} - Q_g), \quad \forall g \in G,
\]

where \( M \) denotes the multiplication tensor \([18]\), and \( K = [X, k] \in \mathbb{K} \) is employed for notational convenience. Observe the lower-order multiplication tensor in \([23e], [23m], [23p] \) compared to Table II. Finally, an objective is introduced to minimize the expected generation cost,

\[
\min \sum_{g \in G} E[f_g(P_g)] .
\]

Typically, \( f_g \) is a quadratic function of the generator output.

IV. Numerical Illustration

The numerical illustration shows the impact of two aspects on the gPC CC OPF: the underlying OPF formulation, and auxiliary variable and constraints. To this end, the problem is solved for four networks: 14-bus, 30-bus, 57-bus and 118-bus systems\(^3\), where the 30-bus system is altered to match the case study in \([23]\). In \([23]\), the ACR formulation of the gPC CC OPF has been validated against Monte-Carlo simulations.

A stochastic germ is introduced with four distinct sources of uncertainty: two Beta distributions and two Normal distributions (Table III). The stochastic germ is used to represent load uncertainty \( P_{d}^{ref} \) at the affected buses, with \( E[P_d^{ref}] = P_{d}^{nom} \) and \( \mathbb{V}[P_d^{ref}] = \sigma P_{d}^{nom} \), where \( P_{d}^{nom} \) denotes the nominal active power of the corresponding load. Two relative standard deviations \( \sigma \) are considered: 0.10 and 0.15. Three chance constraint levels \( \varepsilon \) are considered for all chance constraints: 0.05, 0.10 and 0.15. In similar work involving power flow \([25]\) and three-phase unbalanced power flow \([26]\), degree two polynomials were deemed accurate enough for these problems.

Henceforth, all numerical illustrations are limited till degree two polynomials.

The nonlinear solver used for the calculations is the open-source Ipopt v3.12.10 \([27]\). Simulations are run on a 64-bit machine with Intel i7 CPU with 4 cores @2.80 GHz, 16 GB RAM, using Julia 1.6.5. In contrast to the constraint generation method proposed in \([23]\), all case studies in this paper are solved as a single-shot optimization. The maximum CPU time and iteration limit are set to 3600 s and 3000.

A. Results and Discussion

First, the effect of the power flow formulation and the auxiliary variables on the computation time is studied for a polynomial degree of one (Fig. 2). To this end, the following formulations are compared for each network:

1) reduced [VR] formulation with auxiliary variables,
2) reduced [VR] formulation without auxiliary variables,
3) ACR formulation with auxiliary variables,
4) ACR formulation without auxiliary variables.

Two things are highlighted: first, the computational time of the [VR] formulation is consistently lower by approximately a factor five compared to the ACR. Second, the computational time of the formulation with auxiliary variables is consistently lower with approximately an order of magnitude compared to the one without. Note that at least some instances of the ACR and VR formulations without auxiliary variables fail to converge within the set iteration limit. The ACR formulation with auxiliary variables is numerically more stable but fails to converge for one instance of the 118-bus network. The VR formulation with auxiliary variables converges for all instances and networks.

This behavior confirms the analysis in Section III. Furthermore, as stated in \([1]\), the equivalence of ACR and VR only holds when voltages are nonzero. In deterministic OPF, this is guaranteed by the lower bound on the voltage magnitude, independent of whether polar, rectangular of lifted voltage variables are used, e.g., \([10d]\). In the stochastic extension, the voltage limit \([10d]\) is formulated as the chance constraint \([23f]\).
Table IV shows the objective values and computation times for the gPC-CC-OPF using the IVR formulation and auxiliary variables.

Consequently, the individual $U_{i,k}^r$, $U_{i,k}^\text{im}$ variables only have box bounds,

$$- U_{i,k}^\text{max} \leq U_{i,k}^r, U_{i,k}^\text{im} \leq U_{i,k}^\text{max},$$

while (25c) is used to derive bounds on the lifted voltage,

$$- 2U_{i,k}^\text{max} \leq W_{i,k} \leq 2U_{i,k}^\text{max},$$

and therefore $0 + j0$ is in the feasible set of voltage variables for individual $k$. Effectively, the ACR/\text{KCL} is now a relaxation of the original IVR.

$$\text{ACR}: \sum S = 0 \quad U = 0 \quad \sum I \neq 0 \quad \text{IVR}$$

The absence of voltage lower bounds introduces additional, potentially non-physical solutions to the feasible set of ACR/\text{KCL}. These additional solutions are likely to impede convergence of the interior-point method. It is observed that virtually all voltages $U_{i,k}^r, U_{i,k}^\text{im}, \forall k \in K_0$ are close to zero, consequently resulting in a significant speed-up for IVR. This suggests a significant limitation of the lifting to power variables using the natural voltage variables in the absence of voltage magnitude lower bounds. Nevertheless, Tellesten’s theorem states it is possible to pick alternative voltage variables for the lifting and still obtain results consistent with ACR/\text{KCL}. Whether similar opportunities for variable elimination remain is a topic for future work.

Lastly, Table IV shows the objective values and computation times for the IVR formulation of the gPC-CC-OPF with auxiliary variable for polynomial degrees one and two. The results of the 30-bus case are consistent with [23], validating the implementation. Note that simulations for the 118-bus system with polynomial degree two did not converge within the set iteration limit.

V. CONCLUSION

A novel tractable reformulation of chance-constrained OPF is proposed using general polynomial chaos expansion in the as-yet unexplored current-voltage variable space. The implementation is validated against the more common rectangular power-voltage form. In the proposed IVR formulation, chance constraints are second-order cones, and the Galerkin projection simplifies to constraints of order two due to the introduction of auxiliary variables and constraints. Consequently, the problem remains a quadratically constrained program similar to its deterministic counterpart. The numerical illustration shows the advantages of the IVR formulation of the one-shot gPC CC-OPF using auxiliary variables with respect to computation time, showing on average an order of magnitude speed-up with respect to ACR and variants without auxiliary variables.

However, computation times are still significant, especially for the larger networks and higher polynomial degrees. Consequently, future work includes investigation of voltage variable bounds, exploiting the complex nature of the variables, and applying techniques set out in [19] in an optimization context.
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