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Abstract—The uncertainties inherent to variations in load de-
mand and generation from distributed energy resources, such as
distributed generators (DGs) based on wind and solar radiation,
introduce challenges that must be addressed in order develop
efficient electricity markets. In this work, the DGs active power
generation and reserve scheduling problem in active distribution
networks is solved through a proposed co-optimization market-
based clearing approach, in which the volatility of the load
demand and DGs with uncertainties (DGsy) are considered.
Through Benders decomposition, the formulated problem is
decomposed into a master problem and an interval feasibility
check sub-problem, in which the interval linear programming
theory is used to account for the large amount of probabilistic
scenarios generated due to the stochastic characteristics of this
problem. In a stage previous to the market clearing algorithm,
the lower and upper bounds of the interval parameters associated
to the load demand and DGsy generation are defined through
an enhanced forecasting system, which uses the Markov models
theory and the Monte Carlo method. Tests and comparisons with
a method using probability distributions were performed using
the IEEE 37-bus distribution test system to show the effectiveness
of the proposed approach.

Index Terms—Distributed generators, distribution systems,
reserves market, uncertainty.

NoTATION

The notation used throughout this paper is reproduced below
for quick reference.
Sets with corresponding subscripts (abbreviated as subs):
Qr  hours (sub 1)
Qpyus buses of the system (subs i or j)
Q{jBr upstream branches attached to bus i (sub j)
Qpg, downstream branches attached to bus i (sub j)
Qpg, distributed generators (DGs) with uncertainties (sub g)
Qpgy, DGs with non-uncertainties (sub g)
Qpg all DGs (sub g). Note that Qpg = Qpg, U Qpayy
Qpisc  discretizations for linearization of qui (sub u)
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QF set Qpisc Without the first element (sub u*)

Qflsc blocks of the linearization of Piij2 and Ql?jz (sub 1)

Qg load demand states (sub st)

QP inequality active power demand constraints (sub g)

Qg inequality reactive power demand constraints (sub g)

Constants:

a; cost of active power -dispatch- bought by
the distribution system operator (DSO)
from the main grid

Bt price of reserve sold to the main grid

0fggi> 0fR,g; DG’s offers of dispatch and reserve

fre.: reserve factor

IfBr,i s XBr,ij branch resistance and reactance

ZRyij branch impedance

Av discretization step of Vi‘}i

As,ij upper bound of each power flow block

mspij slope of the /-th power flow block

P]?l. o Q]*)’l . active and re?actlve power demand

Rﬁeq, o reserve requirement

EG,g o QEG o DG’s maximum active and reactive power
generation limits

Ph g, Ong h-th point of the linearization of the DG’s
capability curve

Vv,V minimum and maximum node voltage limits

I; g maximum branch current limit

P,(st) wP>(st) . . .. .
¥ g0 Ying,  minimum and maximum limits of an active
power demand inequality constraint

28}”(;’?, @%ij? minimum and maximum limits of a reactive
power demand inequality constraint

LF# load factor

Variables:

PB* payment burden of the DSO

FC* financial compensation to the DGs

FR* financial reward of the DSO

Pgs,i, e Qg—'s’i’ ; substation active and reactive power
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+ +

dispatch and reserve provided by a DG

St gLt
Il.jf]f square of the branch current
P? s f] ; active and reactive power flows
+
|2 ?‘ square of the node voltage
5, it binary variable for linearization of qui
C i power corrections
S jt
plx . pl* non-negative auxiliaries of |P¥.
ij,t l]j’t ij,t
Qi;"t, Qi;" ; non-negative auxiliaries of |07, |
£+’ \+ + 1 +
PLLijt AQJ’I.J.J values of the /-th block of |Pij,t| and |Qt.j’t|
& gt li{g it dispatch and reserve market prices
E.g.is1” “R.g.i, i ’ ) ;
gir WRogin dispatch and reserve marginal prices

v objective function value of the interval
feasibility check sub-problem

P(: . . .
(s1) non-negative slack variables of an active

1 /lP(st)

B,1,i,t’ “'B,2,i,t
power demand balance constraint
/lg(f’l) i g(z”l) ; non-negative slack variables of a reactive
power demand balance constraint
/lfn(yl’)q . fn(;”q ,  non-negative slack variables of an active
power demand inequality constraint
/181(1’21 - Agl(;’; . non-negative slack variables of a reactive
power demand inequality constraint
‘I’I];”g.ft’)(-), ‘I‘g:i(j’)(-) functions of an active and reactive power

balance constraints
lPi; (;’t)(-), ‘{f% E;’t)(-) functions of an active and reactive power
inequality constraints

P total active power losses

1. INTRODUCTION

A. Background and Motivation

The increasing participation of distributed energy resources
(DERSs), such as distributed generators (DGs), transforms the
electric power systems at the distribution-level into active
networks, where the distribution system operator (DSO) has
new possibilities including active power trading with DGs
owners and scheduling of their own DGs, as well as being
able to behave as a price-maker in the wholesale electricity
market [1], [2]. In addition, the fast response of the DGs also
enables the DSO to participate in the ancillary services market
as a supplier of active power reserve for frequency control -
which will be henceforth simply referred to as reserve-.

According to the authors of [3], most studies on the subject
are in agreement that the demand for reserves in several
countries in Europe and the United States has increased in
recent years by almost up to 10% of the additional RESs
capacity. A typical case of such new types of products has been
applied in Belgium, where the transmission system operator
(TSO) Elia has introduced two additional reserve types, which
belong to the wider category of tertiary reserves (R3), to
be provided by RESs, namely: R3 dynamic profile and R3
aggregated power plant [4].

Variation of the primary energy source of DGs with high
degree of uncertainty -which will be henceforth referred to
as DGsy- creates the need to developing stochastic market
clearing problems to be solved through stochastic optimization

techniques. In this regard, several works have been developed
on the transmission-level market, where the uncertainty of the
DGsy is strategically accommodated; however, the participa-
tion of DGs in distribution networks as providers of reserves,
accurate operation models of the DGs’ technologies, such
as synchronous generators (SGs) and doubly-fed induction
generators (DFIGs), and an efficient linearization of the origi-
nal mixed-integer non-linear programming (MINLP) model of
this problem, are commonly disregarded. Furthermore, most
of those proposals provide solutions that are valid only for
the time series pattern that is being applied, disregarding the
existence of other patterns which are possible to happen, or by
supposing values for limiting the volatility of the load demand
and DGsy generation, but without any previous forecasting
study.

In this work, a co-optimization market-based clearing
methodology is proposed to solve the problem of scheduling
reserve and dispatch of the active power required to meet
loads -which will be henceforth simply referred to as dispatch-
in active distribution networks, in which the uncertainties of
the load demand and wind-based DGsy is considered. In
this problem, the payment burden of the DSO for dispatch
and reserve is minimized considering pessimistic and opti-
mistic states in a proposed day-ahead market-based clearing
algorithm (MCA). Due to the difficulty introduced by the
original MINLP nature of the problem, where non-linearities
are introduced by the representation of the nodal load balance,
and additional computational burden related to its stochastic
characteristics, the formulation of this problem is linearized
and Benders decomposition [5] is implemented to decompose
the original problem into an expected master problem (EMP)
and an interval feasibility check sub-problem (IFChS), which
provides the feasibility cuts. The interval linear programming
(ILP) theory [6] is used to account for the large amount
of scenarios generated in the IFChS in order to determine
the pessimistic and optimistic states. To define the lower and
upper bounds of the interval parameters associated to the load
demand and wind in zones where the DGsy are installed, an
enhanced forecasting system with a reduction technique (EFS-
RT) based on the forecasting methodology proposed in [7],
which uses the Markov models (MkvM) theory and the Monte
Carlo method (MCM), is used in a scenarios generation and
reduction stage, previous to the application of the MCA.

Tests and comparisons with methods using probability dis-
tributions were performed in the IEEE 37-bus distribution
test system [8] to show the effectiveness of the proposed
methodology. The risks caused by the uncertainties inherent
to the interval parameters are analyzed in order to establish
critical operating scenarios. In this way, the proposed method-
ology allows the DSO to be aware of critical solutions of the
co-optimization market-based problem and the limits of the
corresponding risks.

B. State of the Art and Contributions

The distribution-level electricity market, operated by the
DSO, could provide a platform for transparent energy trans-
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actions between different market entities that are not normally
able to trade energy on the wholesale market [9]. Several
recent studies have been carried out in this regard such as,
for example, those presented in [1], [9]-[12] and [14]-[16].

In [1], the strategic behavior of a DSO in wholesale dispatch
and reserve markets is modeled as a bi-level optimization
problem and the Karush—Kuhn-Tucker (KKT) conditions and
Duality theory are used to solve the proposed problem. In [9],
it is discussed that, as the capacity of a single electric vehicle
is too small to directly participate in the distribution-level
market, load serving entities aggregators have emerged and,
therefore, it is essential and promising to establish an efficient
distribution-level market.

A novel market-clearing model to facilitate dispatch and
flexibility transactions through coordinating providers in both
transmission and distribution networks is proposed in [10],
where the dispatch and flexibility market-clearing problem
is formulated as a bi-level optimization model and KKT
conditions and the Duality theory are used to transform and
solve the proposed nonlinear problem. In [11], the authors
presented a DSO framework for wholesale and retail market
participation of DERs aggregators, where a linearized unbal-
anced power flow is tailored to model operating constraints of
the distribution grid with various aggregators.

A two-stage stochastic model for security-constrained mar-
ket clearing is proposed in [12], where wind plants and storage
systems as network assets and elastic demands were used, and
the effect of specifications of storage systems on social welfare
has been investigated by solving the proposed model through
the CPLEX optimization package [13]. In [14], the stochastic
joint dispatch and reserve market clearing considering DERs
uncertainty is addressed, where the problem is formulated as
a chance-constrained two-stage stochastic programming model
that minimizes the expected DSO cost and it is solved through
a sample average approximation algorithm.

In [15], a local electricity-heat integrated dispatch market
clearing method is proposed, in which the equilibrium between
the DSO and the TSO is modeled as a mixed-integer second-
order programming problem and solved using KKT Conditions
and Duality theory. A nested transactive electricity market
methodology is presented in [16] for the effective utilization of
demand-side flexibility of small-scale residential consumers,
where the formulated two-stage optimization-based scheduling
model is solved using the Baron optimization package in the
general algebraic modeling system.

In Table I, in order to clarify the contributions of the
proposal presented in this paper, its relevant features are
compared to the aforementioned works. Note that all these
features are met only by the proposal presented in this paper.
For the sake of clarity, the main contributions are listed below:

1) The proposed approach provides solutions for the DGs

dispatch and reserve scheduling problem through a
market-based clearing approach, which are valid for all
possible scenarios limited by the load demand interval
bounds and DGsy uncertainties, i.e., by providing solu-
tions that are valid for a range of alternatives defined

by the bounds of the interval parameters, rather than for
a single scenario as in classical deterministic and static
approaches.

A new mixed integer linear programming (MILP) for-
mulation considering interval variables and parameters
which contributes to improving the solution through
conventional optimization solvers, where the DGs are
represented by accurate operation models of the most
common technologies used to connect them to the net-
work, such as SGs and DFIGs.

Through this proposal, it is possible to identify the
underlying risks associated to the payment burden of
the DSO considering the uncertainties of the DGsy
generation. In other words, by comparing the cases in
which DGsy are participating with those in which this
kind of generators is not considered, the percentage
of risk associated with the solution provided by the
proposed MCA can be clearly identified.

The proposed methodology facilitates a strategic DGs
scheduling in which the DSO is able to be aware of
critical scenarios imposed by the volatility of the load
demand and DGsy.

2)

3)

4)

TABLE I: Comparison with some recent researches on distri-
bution system market clearing

Ref DG model | Market |Uncertainty | Type of DG | Risk
" |Det|Approx | Disp |Res|Dem| Gen |DGy [DGny | analysis

[1] | x v VoV X v v X X
[9] | x v VoV X v v X X
[10] | x v Vo x| x X X v X
[11] | x v VoV X v v v X
[12] | x v Vo x| x v v v X
[14] | x Vv VoV X v v v X
[15] | x v Vo x| x X v X X
[16] | x v Vo x| x v v v X
This | ) s N vlvlv v ]v]| v ] v
paper

Vi Yes; x: No; Det: Detailed; Approx: Approximated; Disp: Dispatch;
Res: Reserve; Dem: Demand; Gen: Generation; DGsyy: DGs with non-
uncertainties.

C. Paper Organization

The remainder of this paper is structured as follows: the
assumptions and proposed mathematical formulation of the
interval co-optimization market-based problem are presented
in Section II; the proposed MCA is detailed in Section III;
the results and a discussion about several performed test are
presented in Section IV; and, finally, the conclusions are
detailed in Section V.

II. AsSUMPTIONS AND MATHEMATICAL FORMULATION OF THE
INTERVAL CO-OPTIMIZATION MARKET-BASED PROBLEM

The assumptions and mathematical formulation of the pro-
posed problem are presented in next subsections.

A. Assumptions

As noted above, a distribution-level market managed by
the DSO provides a platform for those small market entities
that are not normally eligible to participate in the wholesale
electricity market [9]. In this context, reserve supply could
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be accomplished via a coordinated approach through a cen-
tral controller or, on the other hand, via an uncoordinated
approach, where the controller for each DG is tuned with a
predefined droop characteristic so that it can react to system
frequency changes accordingly [17]. This setup works well for
reserve markets that have a long-term contract (days, weeks, or
even months) with a fixed amount of capacity reserved. In such
markets, the DSO gets a fixed capacity contract from the TSO
for a certain period and works out the optimal amount to be
subcontracted to each DG, as shown in Fig. 1. In the proposal
presented in this paper, where an uncoordinated approach is
adopted, the dispatch and reserve markets coexist in a co-
optimization structure in a day-ahead time basis.

DlStrlbuthl’l network

<——> Bilateral contract

Fig. 1: Uncoordinated approach

In order to develop the mathematical formulation of the pro-
posed interval co-optimization market-based problem, some
assumptions were made, as presented below:

1) Since this approach is directed to primary distribution
networks, the distribution system is balanced and repre-
sented by a monophasic equivalent.

In branch ij, node i is closer to the substation node
than node ; and the active and reactive power losses
are concentrated in node i.

The market-clearing problem is solved from the stand
point of the DSO; therefore, dispatch and reserve are
purchased from all the participating DGs by a single
buyer, the DSO, which performs the market clearing.
The DSO can also buy active power from the main grid.
The offers of the DGs are presented such that the market
is solved in a day-ahead basis. These offers consist of
prices and capacities of dispatch and reserve.

All DGs providing dispatch and/or reserve are paid
based on the interval dispatch locational marginal prices
(DLMPs*) and the interval reserve marginal prices
(RMP*).

The definition of the interval number H* = [H~,H'],
for example, means that H could take values between
bounds H~ and H*. Additionally, H* has width, middle,
uncertainty degree and expected values (W[H*], M[H*],
U[H*)] and EV[HZ*], respectively).

2)

3)

4)

5)

0)

B. Mathematical Formulation of the Interval Co-optimization
Market-based Problem

The co-optimization market-based problem formulated in
this work corresponds to an interval MILP problem, which
consists of the objective function (1), subject to the set of
constraints (2)-(25).

Min PBE=Y Y a,P;—'SJ.J+Z(o fE,g,,E;i’ﬁfrg,tR;i,,) (1)

teQr i€Qpys 8€Qpg
Subject to:
Zpljt Z( th+RB”J t_)+P§SII+ZE ]% (2)
ijeQug ij EQDBr 8€Qp;
ZQ;-,,—Z( 0%+ Xoni iy #0851 0t =0 1 )
ijeQin  ijeQly 8€Qpg
Sq+ + 72 Sq+ Sq+
V=2 (R, ,]PU X 05 )~ B I -V =0 (@)
V2 3 (78 0BV )S VIS VRHAVE Y (15, 5.80) )
u €Qpise U €Qpisc
ﬂ-%/ u*-1,j,t < n;_‘—/,u*,j,t (6)
Sq+ + A T2 +
0 AVESE = PE 0 < AV (1-75,,) (7)
0<PE, s SNEAG, i, (8)
T+ l= _ px
Ple_Pl]I Pl]l 9
Qljt Qljt: l]l’ (10)
T+ E3
Pl]l Pt]t ZAPlut (11)
1eQr
Qljt ljl Z Qlljt (12)
1eQp
0< APllJt S AS,U (13)
0<AQll]t<ASij (14)
T+ E=
O<Pljt’Pljt’Qlj t’Qut (15)
S + + +
( ) z]qt +ZPC u,j, ;_st,l,ij(AP,l,j] I+AQ Lij, t) (16)
MGQD,SC 1eQp
Z Z Rg it = Rﬁeq t (17)
i €Qpus §€QDG
E;. +RS P
8Lt 81t l.g (18)
QDGg it - Oig
ES RS, —Pn, Py o—Pu i,
gt eit |8 The TIRTLE oy o0 34) (19)
056 ain ~ Qhg Ohe—On-1,g
E; . +RS P
g.i,t g,i,t < 4,gT (20)
QBGgiz_QBGg Oa,¢ = Opg
0<E;, +R::, <Phg,, Q1)
Eg; 20 (22)
RE,, 20 (23)
Vi<Vl <2 (24)
q+ 72
0L < P, 25)

The objective function (1) is composed of three elements:
the costs of active power bought from the main grid (provided
at the grid supply point), i.e., YXscq; 2ieQp, a,PSS 5 the costs
for dispatch and reserve provided by the DGs, say FC* in (26);
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and the financial reward of the DSO for reserve sold to the
main grid, say FR* in (27). In (1), note that frg ; = ofR g1 —Bt-

FC* = Z Z Z (ofE,g,tEgi,i,t + OfR»gJR;i,Z) (26)
tEQT iEQBungQDG
ey Y S (k) @

teQr i €Qpusg €Qpg

The constraints that represent the steady-state operation of a
radial distribution system correspond to expressions (2)-(16),
which are commonly used in the load flow sweep method [18].
Constraints (2) and (3) are the conventional representation
of the active and reactive power balance; while, through (4)
and the linearized expressions (5)-(16), which were proposed
in [19], it is possible to obtain the voltage of a final node j
and the current in corresponding branch ;. It is worth noting
that the linearized expressions (5)-(16) provide highly accurate
results, as discussed in detail in [19]. In (17), the required
reserve to be met by the DGs is represented. Constraints (18)-
(22) represent the DGs operational limits, which are linear
expressions related to the capability curves of the SGs and
DFIGs, as presented in [19]. Constraint (23) represents the re-
serve non-negativity condition. Node voltages must be within
the specified limits, according to (24), and currents through
branches must be less than the specified maximum values, as
shown in (25).

The interval optimization problem presented before is very
difficult to be solved due to its MILP nature and additional
computational burden introduced by its interval characteristics.
Therefore, in this work, Benders decomposition is imple-
mented to decompose the original interval problem into an
EMP and an IFChS according to the proposed MCA presented
in Section III. It is remarkable that, before applying the MCA,
the bounds of the interval parameters corresponding to the load
demand and generation limits of the DGsy need to be defined;
therefore, two probabilistic load demand bounds scenarios
(LDBSs) and two wind speed bounds scenarios (WSBSs)
are defined through an EFS-RT based on the forecasting
methodology proposed in [7].

III. PRICING OF DISPATCH AND RESERVE

In order to price dispatch and reserve, the DLMPs* are
defined based on the dual variables of the active power
balance constraints (2), say /1;:5 i and the RMP? is defined
based on the dual variable of ifl’e’ reserve constraint (17), say
/llii’g,l.’t. These market prices are defined by using Benders
decomposition and scenario reduction based on ILP theory in
the proposed MCA. Thus, the interval co-optimization market-
based problem is decomposed into an EMP, which is evaluated
under the expected values, and an IFChS, which is evaluated
under interval values. This decomposition, as well as the MCA,
are presented in next subsections.

A. Expected Master Problem

The EMP is defined as the minimization of the objective
function (1), subject to the set of constraints (2)-(25) evaluated
at the expected values conditions, and including the set of

Benders cuts [5], which grant feasibility in other possible states
defined by the load demand interval values.

The solution of the EMP brings the results of the co-
optimization market-based problem under expected values
conditions and, in order to check the feasibility of this solution
in other possible states, the feasibility under load demand
interval values is checked by solving the IFChS. Then, the
corresponding cuts, if needed, are returned back from the
IFChS to the EMP to improve the feasibility of the entire
problem. While the EMP can be solved by using any MILP
optimization technique, the IFChS needs an in-depth analysis
in order to reduce the large amount of load demand states
generated by the interval characteristic of this parameter.

B. Interval Values Feasibility Check Sub-problem

The interval values dependent constraints impose the need
of evaluating a set of numerous possible system states (defined
according to all possible load demand states inside the limits
of their corresponding interval values), which cannot be solved
directly. Therefore, the purpose in the solution of the IFChS is
to find out some representative critical states, which are called
in this paper as pessimistic and optimistic states, and get the
feasible solution for all possible states inside these limits by
only checking these critical ones instead. These critical states
are identified in this paper by using the ILP theory [6].

The IFChS is defined as the ILP problem (28)-(34), where
constraints (29)-(32) are presented in a compact form with the
aim of facilitating the analysis of all possible load demand
states between the limits defined by their interval values.
Any violation of the IFChS constraints indicates that the
corresponding solutions brought by the EMP cannot satisfy
the operation requirement at some certain load demand state.
Then, according to the Benders decomposition theory, the
corresponding Benders cuts are generated and returned back
to the EMP.

Min =3 Z(

teQr st Qg

P(st) P(st) Q(st) Q(st)
Z(AB,1,i,t+/lBal,2,i,t+/lB,l,i,t+/lBal,2,i,t +
iEQBus

P(st) P(sr) Q(st) Q(s1)
Z (/lIn,l,q,t + /lln,2,q,t) +Z(/lln,l,q,t + /lIn,2,q,t) (28)

qeQy, qeel
Subject to:
PR O+ - s, =0 (29)
wos () +agty - aghy =0 (30)
WO <WROD () + PO <TG
LR O ORR TR e YR PV )
A AR AR ap 2 0 (33)
B A A AR 2 0 (34)

The A-variables in (28) are non-negative slack variables,
which are added to guarantee the feasibility of the IFChS. A
positive value of v in (28) means that the solutions of the EMP
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cannot satisfy all possible load demand conditions within the
limits specified by their corresponding interval values.

Initially, an analysis of the interval values dependent con-
straints associated to the active and reactive power de-
mand (29)-(32) needs to be carried out in order to define
the pessimistic and optimistic states. According to [6], it is
possible to define the pessimistic state when constraints (29)-
(32) reach their lower limits. In contrast, the optimistic state is
defined when these constraints reach their upper limits. Note
that the pessimistic and optimistic states represent, respec-
tively, the tightest and laxest constraints under all possible
states.

For the extreme conditions, i.e., for the pessimistic and
optimistic states, there is a considerably large amount of 2/€r!
possible states (i.e., when a number of |Qr| time intervals
is considered). However, taking advantage of the fact that
the constraints of each time interval of the IFChS are only
associated to the power generation at the same time interval,
only a reduced set of 2x|Qr| states need to be formulated. An
in-depth analysis in this regard is available in [6].

It is noteworthy that the above procedure significantly
reduces the number of cases that need to be analyzed in the
IFChS. Consequently, the initial IFChS with various possible
states is transformed into a much less difficult IFChS with a
reasonable number of constraints, improving the tractability
and efficiency of the MCA, which is proposed in Subsec-
tion III-C.

C. Co-optimization Market-based Clearing Algorithm

In this paper, the MCA is proposed as a combination of the
concepts that have been presented so far in this section, as
shown below:

Step 1. Inputs: Total number of hours |Qrt| and interval param-
eters LDBSs and WSBSs, which are defined through
the EFS-RT [7].

Step 2. Set k « 0.

Step 3. Solve the EMP (Subsection III-A).

Step 4. Solve the IFChS (Subsection III-B). When solving the
IFChS, define which load demand bound yields to
the pessimistic state and which one yields to the
optimistic state.

Step 5. If the objective function of the IFChS (28) is positive,
then generate the corresponding Benders feasibility
cuts and go to Step 6; otherwise, i.e., if the objective
function of the IFChS is zero, then go to Step 7.

Step 6. Set k — k+1 and go to Step 3.

Step 7. Output: Interval market clearing prices of dispatch and
reserve.

In order to clarify the proposal presented in this paper,

a flowchart summarizing the entire market clearing process,

beginning from the EFS-RT, is presented in Fig. 2. It is worth

noting that the MCA is essentially independent of the EFS-RT,
which means that the process of defining the bounds of the
interval parameters, which are required to begin the solution
process through the MCA, can be done by any other prob-
abilistic scenarios generation methodology. This versatility

feature of the MCA is subject of discussion in Subsection IV-B
(Comparative Analysis). A detailed discussion of the market-
based clearing approach proposed in this paper is presented in
Section IV.

Generation of probabilistic load demand bounds scenarios
(LDBSs) and wind speed bounds scenarios (WSBSs)

'

Inputs:
» Total number of time intervals (hours) |Qr|.
¢ Interval parameters LDBSs and WPBSs.

1

|
| Setke kil

Solve the IFChS.
Define the pessimistic
and optimistic states.

Generate the
Benders cuts.

Is the objective function of
the IFChS positive?

Output:
* Market clearing prices of dispatch and reserve.

Fig. 2: Proposed market clearing process
IV. ResuLts anD DiscussioN

In this work, the implementations to solve the proposed
problem were developed in AMPL (Algebraic Modeling Pro-
gramming Language) [22], using the CPLEX optimization
package [13], and the programming language C++ with the
compiler g++ 4.4, in the Linux environment.

Tests of the proposed methodology were performed using
data of the IEEE 37-bus distribution test system [8]. There
were assumed five DGs as participants in the co-optimization
market: three DGsyy (DGs with non-uncertainties, e.g., small
hydro), coupled to the network through SGs, installed at nodes
714 (DGy), 727 (DG;) and 733 (DG3); and two DGsy (wind
turbines), coupled to the network through DFIGs, installed at
nodes 731 (DGy4) and 738 (DGs).

For all tests, the overcurrent limit in branches was assumed
as 200 A, the minimum and maximum node voltages limits
were supposed as 0.95 and 1.05 pu, respectively, and the
reserve requirement was fixed as 325 kW. Regarding the
linearization parameters in the EMP formulation, the following
values were used: Qpjsc = {1,2,...,20} and Q = {1,2,...,30}.

The daily load demand curve and the DGsy maximum active
power generation limits presented in Figs. 3 and 4, respectively,
were obtained through the EFS-RT [7].
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TABLE II: Expected values of offers presented by DGs, costs

O W3 8 S
100 - o TN P RN o« : —
w—— S ey > and prices of reserve for the DSO (1072 US$/kWh)
=80 § ok [OF1e | 0 | O | O T | O T | OFean | O | 0T s | OFsa | @ | BE
= i 77890 | 3.00 | 890 | 3.00 | 8.90 | 3.10 | 8.90 | 3.90 | 8.90 | 180 |11.806.00
£ o 21 750 | 180 | 750 | 230 | 7.50 | 1.80 | 7.50 | 1.80 | 7.60 | 3.40 | 9.90 |4.50
8 3670 | 280 | 660 | 1.60 | 670 | 220 | 6.60 | 1.80 | 670 | 1.90 | 9.80 |3.70
< 40 VILE 47680 | 3.00 | 680 | 2.60 | 6.80 | 200 | 670 | 200 | 6.70 | 2.10 | 9.50 |4.70
kS Iy L 51 740 | 2.00 | 740 | 2.00 | 740 | 2.50 | 7.30 | 3.50 | 7.20 | 2.60 | 9.70 |4.20
R ===1 [ 61 670 | 340 | 670 | 3.10 | 680 | 230 | 6.60 | 2.30 | 670 | 2.40 |10.60]5.10
BRI S 711000 | 270 | 10.00 | 3.00 | 1000 | 3.60 | 9.90 | 1.40 | 9.90 | 3.10 |12.60]590
T s e T s e e 1 s 10 w0 e 8 11.50 | 520 | 1140 | 600 | 1150 | 6,00 | 11.60 | 440 | 1140 | 3.10 |14.50]7.60
Titne (hour) 9 [12.10 | 2.80 | 1210 | 2.80 | 12.10 | 3.70 | 12.00 | 420 | 12.10 | 3.30 |14.50]7.80
. Ve . 10 11.60 | 420 | 1150 | 3.90 | 11.60 | 420 | 11.40 | 2.80 | 11.50 | 3.80 |14.20|7.60
Fig. 3: Daily load for each hour obtained through the EFS-RT TI] 11.60 | 270 | 11.60 | 340 | 11.60 | 4.00 | 1150 | 2.10 | 11.60 | 3.90 |14.20]8.10
12 10.80 | 480 | 1070 | 420 | 10.80 | 6.20 | 10.50 | 340 | 10.60 | 4.60 |14.307.80
330 13] 1070 | 430 | 10.80 | 450 | 10.80 | 4.90 | 10.60 | 3.60 | 10.70 | 3.70 |13.80|7.60
. o 4] 12.90 | 230 | 13.00 | 2.60 | 1320 | 140 | 12.80 | 4.10 | 12.90 | 400 |13.70]7.70
wor Aot (A et 15[ 1210 | 3.80 | 12.10 | 420 | 1220 | 2.70 | 11.90 | 2.70 | 12.00 | 420 |13.90|7.80
. ) PICRIL Y Y RN 16] 1120 | 3.00 | 1120 | 3.50 | 1130 | 3.60 | 1110 | 2.20 | 11.20 | 400 |13.607.70
Z ‘ 7] 1140 | 3.70 | 11.30 | 430 | 11.40 | 460 | 11.30 | 3.00 | 11.30 | 3.60 |13.60]7.20
20 WO s 18] 11.30 | 440 | 11.30 | 3.60 | 1140 | 5.10 | 1130 | 470 | 1120 | 3.80 |14.80]7.70
: . B I e 19 11.20 | 330 | 1120 | 3.20 | 1130 | 4.10 | 11.30 | 3.50 | 11.30 | 3.60 |14.10|7.50
= AT AR e 20| 10.80 | 4.10 | 10.70 | 440 | 10.70 | 5.50 | 10.60 | 4.10 | 10.70 | 4.00 |13.70]7.80
g 1f — T 21 11.80 | 490 | 11.80 | 3.90 | 11.90 | 4.10 | 1170 | 2.10 | 1170 | 4.00 |14.50]7.50
Wik, 22| 1140 | 600 | 11.50 | 600 | 11.70 | 590 | 11.40 | 540 | 1150 | 4.80 |13.60]8.30
- -+~Foa, 23] 1190 | 400 | 11.90 | 350 | 12.10 | 3.60 | 11.90 | 470 | 12.00 | 390 |14.60]7.80
, | P 24 1230 | 2.10 | 12.30 | 200 | 1240 | 190 | 1210 | 330 | 1220 | 3.80 |14.00]7.00
20 TABLE III: Results of the MCA
A o EUS\ERNE\ Result Interval value Expected value
0 06 MO AT o g AT 6 o PB= (US$) | [2.996.79, 3,093.99] 3,598.95
g = e k = FCZ= (USS) | [2.107.89, 2,181.39] 2,154.19
5190 4 FRE (USS) [127.57, 264.15] 197.23
5 L PR B PE (kW) [257.33, 327.74 | 304.50
£ ol - o hCRRER Pé, (kW) [ 110,387.49, 13,193.80] 12,323.84
B L ey 7, Phg, (W) | [20.852.58,22,933.00] |  22.184.05
\J <N A\l
0 | I A A S T O O TABLE IV: Expected values of the market-clearing prices of
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
i (how) __ dispatch and reserve (10"2US$/kWh)
Fig. 4: DGsy maximum active power generation limits (P%G) 1R 1 [ER Lit 68200 |€R 20t 168300 | ER 3t |SB.4it | ER At |$B.5.00 | SRS
. T 892 | 307 | 887 | 207 | 802 | 298 | 888 | 387 | 893 | 1.6
obtained through the EFS-RT 21 760 | 176 | 760 | 225 | 749 | 180 | 751 | 175 | 738 | 335
3] 668 | 267 | 665 | 155 | 674 | 218 | 671 | 182 | 667 | 188
41669 | 291 | 675 | 258 | 676 | 199 | 679 | 197 | 670 | 211
. 51 736 | 202 | 731 | 2.00 | 743 | 250 | 723 | 342 | 721 | 2.60
Supposed expected values of offers of dispatch and reserve T B B 2 B T B S
presented by the DGs, costs of dispatch purchased from the 7] 994 | 271 | 993 | 310 | 1014 | 323 | 10.00 | 143 | 999 | 320
. . . . 8| 1147 | 557 | 1143 | 594 | 11.51 | 629 | 11.49 | 438 | 11.47 | 3.30
main grid by the DSO, and prices of reserve sold to the main 9| 12105 | 282 | 1203 | 278 | 1215 | 355 | 1199 | 420 | 1221 | 3.8
; : 10| 1156 | 425 | 1146 | 400 | 11.63 | 416 | 1142 | 270 | 1146 | 3.78
grid by the DSO are shown in Table II. T 1153 | 279 | 1161 | 342 | 1164 | 3.8 | 1150 | 2.3 | 1157 | 391
12| 1073 | 471 | 1075 | 413 | 1084 | 624 | 1048 | 326 | 1057 | 4.53
A. Results of the Proposed MCA 13] 1067 | 436 | 1070 | 453 | 1084 | 490 | 1058 | 357 | 1064 | 3.9
N . - . 14] 1299 | 223 | 1305 | 263 | 1300 | 147 | 1273 | 408 | 1272 | 394
The results of PB*, FC*, FR*, PL, and the total active 15[ 1207 | 383 | 1207 | 425 | 1217 | 271 | 1193 | 2.65 | 11.99 | 4.08
. . =, 16] 11.16 | 295 | 11.19 | 352 | 1127 | 360 | 1107 | 2.16 | 1118 | 3386
power provided by the substation and the DGs, say PSST and 77 1139 | 342 | 1131 | 427 | 1140 | 441 | 1127 | 3.00 | 11.27 | 357
Bt ; : 18] 11.29 | 437 | 1133 | 3.68 | 1144 | 485 | 11.23 | 459 | 11.29 | 3583
PG, respectively, are presented in Table III. From the stand T e e I
point of the DSO, the lower extreme result regarding the 20| 1074 | 407 | 1072 | 423 | 1083 | 508 | 10.67 | 409 | 1058 | 4.03
imistic benofi 20| 1160 | 477 | 11.74 | 386 | 11.85 | 412 | 11.60 | 2.18 | 11.68 | 3.97
payment burden corresponds to the most optimistic benefit to 22 1144 | 611 | 1149 | 603 | 1170 | 537 | 1148 | 540 | 1142 | 491
the DSO with the highest risk of violating the constrains of ~ [23| 1198 [ 398 | 1194 [ 355 [ 1206 | 347 | 1188 | 4.56 | 1198 | 393
241 1231 | 2.09 | 12.27 | 202 | 1234 | 204 | 12.16 | 324 | 1223 | 319

the problem, while the higher extreme result represents the
most pessimistic benefit to the DSO with the lowest risk. The
financial compensation to the DGs for dispatch and reserve
sold to the DSO (i.e., FC* = [2,107.89, 2,181.39] US$) is
slightly smaller in the most optimistic state (2,107.89 US$)
in 3.37% than in the most pessimistic one (2,181.39 USS$).
Although the financial reward of the DSO for reserve sold to
the main grid (i.e., FRT = [127.57, 264.15] US$) is greater
in the most pessimistic state (264.15 US$) than in the most
optimistic one (127.57 US$), the liquid payment of the DSO
(i.e., PB* — FR* = [2,869.22, 3,729.84] US$) remains as
the worst in the most pessimistic state (3,729.84 US$). The
expected values of the market-clearing prices obtained through
this proposal are presented in Table IV.

The values of PB* for each hour of the day with their
corresponding uncertainties, i.e., U[PB*] (represented by the

radius of spheres at each time instant), are presented in Fig. 5.
Note that the biggest uncertainties of PB* occur in the first
seven hours of the day, when the middle values of PB* are the
lowest, considering that the uncertainty degree of an interval
variable is inversely proportional to its middle value. A low
value of U[PB*] means that its associated operating point has
high probability to happen. As expected, in a normal operation
of a distribution network, and as it was assumed in this work,
medium and nominal load demand values (assumed here as
values greater than 50% in Fig. 3) are more common (as shown
in Fig. 5); consequently, the maximum costs, associated to
these demand values, are also more likely to happen.

The active power generation of all DGs and that provided
by the substation are presented in Fig. 6. In this figure, as it
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Fig. 5: PB* for all hours of the day

was already presented in Table III, note that the participation
of the DGs generating active power (with both dispatch and
reserve) is bigger than the participation of the substation (only
with dispatch).
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Fig. 6: Substation and DGs active power generation

The participation of each DG generating active power is
presented in Fig. 7. In this figure, note that DG, is the
generator with the greatest participation, since it is at full
capacity almost all the time. Note also that the maximum
variations in generation occur in DG4 and DGs, which is
expected, as these are the wind generators, which introduce
the greatest variations in the results.
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Fig. 7: Active power generated by the DGs

In order to perform a risk analysis of the payment burden
of the DSO regarding the presence of DGsy, initially, it is
assumed as reference case, or worst possible scenario, the one
in which no DGs are installed in the network and there is
no reserve requirement, which is compared to the case solved
through the proposed MCA (considering all DGs and reserve

requirement). The risk associated to the results of PB* is
presented in Fig. 8, where the minimum and maximum risk
values are 21.68% and 74.06%, and they occur at hours 6 and
10, respectively. Note that the higher risks are in the first hours
of the day, when there is less participation of the DGsyy in
the results of the MCA, as it can be confirmed in Fig. 7.
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Fig. 8: Risk of the payment burden regarding the case with no
DGs and no reserve requirement

Now, assuming as the reference case that in which only
DGsny are considered and there is reserve requirement, the
corresponding risk associated to the results of the payment
burden in the proposed MCA (considering all DGs and
reserve requirement) is presented in Fig. 9. The minimum
and maximum risk values in Fig. 9 are 3.38% and 40.20%,
and they occur at hours 4 and 24, respectively. Again, the
higher risks are in the first hours of the day, when there is
less participation of the DGsyy; however, the maximum risk
decreases in 47.72% regarding the case in which there are no
DGs and no reserve is required (Fig. 8). In these studied cases,
when there are more market participants, the risk associated
to the payment burden decreases, which confirms the behavior
expected in a competitive market.
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Fig. 9: Risk of the payment burden regarding the case with
only DGsyy and with reserve requirement

B. Comparative Analysis

As highlighted previously, one of the main advantages of
the MCA proposed in this work is the ability to incorporate
interval-numbers uncertainties into the linear model without
any assumption of probability distributions. In this subsection,
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in order to clarify this advantage, comparative analyzes are
presented including the MCA and two methods: i) a scenario-
based probability distributions approach (SPDA), in which
a large number scenarios need to be generated in order to
simulate the possible uncertainties; and, ii) a combination of
the proposed MCA and probability distributions, which has
been named in this paper as hybrid method (MCA-Hybrid).

In the SPDA, a large number of 50,000 scenarios was gener-
ated to simulate wind speed and load demand uncertainties. In
this work, for the SPDA, the Weibull probability distribution
function was used to simulate the wind speed [20], while
the normal probability distribution was used to simulate the
load demand [21]. In the SPDA, the reduction methodology
presented in [7] was used to obtain a total of 100 probabilistic
scenarios. The application of this reduction methodology in the
SPDA plays an important role, since it significantly reduces
the computation burden in a method that already presents
difficulties in this regard. However, as it is discussed in this
subsection, this reduction in scenarios is not enough to make
the SPDA competitive regarding the proposed MCA in terms
of runtimes performance and robustness of the results.

The results of payment burden of the implemented SPDA
are shown in Fig. 10, where these values are also compared to
the analogous results obtained through the MCA. In this figure,
note that there are 15 scenarios with payment burden greater
than the one corresponding to PB* (3993.99 US$), found in the
MCA solution. In the SPDA, the scenario with the maximum
value of payment burden, which is 4,194.49 USS$, is 5.02%
higher than the upper bound found in the MCA (PB*), while
the expected value in the SPDA (PB(?)), which is 3,892.40
USS, is 8.15% higher than the expected value found in the
MCA (EV[PB*]), which is 3,598.95 USS.
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Fig. 10: Values of PB in the SPDA compared to those obtained
in the proposed MCA.

In Table V, summarized results of the SPDA (PB*, FC%*,
FR*, P}, f’g—'ST and f’;—SGT), as well as comparative percentages
of these values in relation to the results of the proposed MCA
(Table III) are presented. In this table, note that differences in
percentages are between 4.53% and 8.15% above the reference
values (MCA results). At this point, in this comparative
analysis, it is clear that the SPDA brings results with higher
values than those obtained with the MCA.

Another comparison made in this section relates to a
version that combines the proposed MCA with probability
distributions, which was called in this work as MCA-Hybrid.

In this hybrid version of the MCA, the solution process itself is
exactly the same as defined in Section III (Pricing of Dispatch
and Reserve), except that the scenarios for defining the bounds
of the interval parameters are not generated using the EFS-
RT (commented at the end of Subsection II-B), but using
probability distributions for generating 10,000 probabilistic
scenarios. The values of PB*, FC*, FR*, P¥, f’gsT and ﬁ]“gGT
obtained through the MCA-Hybrid are presented in Table VI.

TABLE V: Results of the SPDA

Result Max., min. values Expected Comparative

value percentage
PB* (US$) 2,970.03, 4,194.49 3,892.40 108.15
FC* (US$) 1,691.00, 2,605.05 2,251.69 104.53
FR* (USS) 127.57, 264.15 210.88 106.92
Pf (kW) 264.36, 382.74 323.57 106.26
P;ST (kW) 9,547.81, 13,691.11 13,175.22 106.91
PSGT (kW) 19,353.88, 25,625.14 | 23,379.35 105.39

TABLE VI: Results of the MCA-Hybrid

Result Interval value Expected value
PB* (US$) [3,006.01, 4,223.85] 3,861.72
FC* (US$) [1,799.55, 2,513.53] 2,249.36
FR* (US$) [127.57, 264.15] 217.71

Pi (kW) [281.33, 369.30 ] 339.39
PS*ST (kW) | [10,160.75, 13,210.15] 12,173.36
PSGT (kW) | [20,596.34, 24,724.95] 23,321.22

In Table VI, note that the results obtained with the MCA-
Hybrid, similar to those obtained with the SPDA, are higher
than the ones obtained with the proposed MCA. Nevertheless,
the MCA-Hybrid could be an interesting option from the
runtimes standpoint, since, as shown in Table VII, where
runtimes for all cases are presented, the MCA-Hybrid is the
method with the shortest runtime for the entire market clearing
process (59.05 seconds). In Table VII, when comparing the
MCA and MCA-Hybrid, the main decrease in runtime for the
MCA-Hybrid is in the scenarios generation stage, which in
this method is performed by using probability distributions.
On the other hand, when the SPDA and MCA runtimes are
compared, the SPDA take 9.17 times longer than the MCA.

TABLE VII: Runtimes in all cases (in seconds)

Process SPDA | MCA | MCA-Hybrid
Scenarios generation — 15.51 10.69
Market clearing 587.46 | 48.53 48.36
Total 587.46 | 65.05 59.05

Finally, considering as basis for the risk analysis the scenario
where there is no DGs participation and no reserve is required,
the expected values of the risk associated to the DGs active
power generation in the MCA, MCA-Hybrid and SPDA are
presented in Fig. 11. In this figure, note that the risk expected
values in the SPDA and MCA-Hybrid are similar; this behavior
is due to the fact that, mainly in the early hours of the day, the
participation of DGs is greater in these cases than in the MCA,
which can be confirmed by comparing tables III, V and VI,
where the expected values of the DGs active power generation
in the SPDA and MCA-Hybrid are, respectively, 5,39% and
5,13% above the analogous expected values in the MCA.
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V. CONCLUSIONS

In this paper, a novel methodology to solve the DGs dispatch
and reserve scheduling problem in active power distribution
networks in a co-optimization market-based environment was
proposed. In this approach, uncertainties of load demand and
DGs with high degree of variability are addressed through an
MILP formulation with interval variables and parameters.

Through the proposed methodology, the problem can be
solved efficiently using a conventional MILP solver. According
to the results, the amount of DGs participating in the market
influences the economic advantages to the DSO. When more
DGs participate in the market, the payments of the DSO tend
to decrease because less active power (at a higher cost) is
bought from the main grid.

As in the proposal presented in this paper it is assumed
an uncoordinated approach, in which the DSO gets a fixed
reserve capacity contract from the TSO for a certain period,
the DSO would not necessarily behave as an explicit neutral
agent. However, as the financial reward (FR*) corresponds to a
fixed contracted reserve with a fixed price, this result ([127.57,
264.15] US$) is the same interval value in all implemented
study cases; consequently, this term may or may not be used in
the objective function at will, allowing the DSO to participate
as a “neutral middle agent”, which transfers the corresponding
payments to the DGs, or as a “profit-making aggregator”.

Comparative analyses show the efficiency of the proposed
MCA regarding methods based on probability distributions.
The MCA’s response speed proved to be faster than the SPDA
by 9.17 times. The upper bound of the payment burden result
provided by the MCA (PB*) is lower by around 95% regarding
the payment burden of the most expensive scenario in the
SPDA, while the payment burden expected value of the MCA
(EV[PB*]) is around 92% of the payment burden expected
value of the SPDA (PB(). In addition, the proposed MCA
brings results with better confidence intervals, reducing the
risks associated with the DSO’s decision-making process. The
proposed MCA allows the DSO to be aware of the risks
imposed by the volatility of the load demand and DGsy
generation capabilities and encourages its participation in the
wholesale electricity market.
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