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Abstract—Remedial action schemes (RAS) are often seen as
an inexpensive way to relieve contingency-related grid congestion
without building new transmission infrastructure. However, RAS
settings often remain fixed during real-time operation and do
not adapt to variation in operating conditions due to renewable
and distributed generation. This lack of adaptability may cause
suboptimal settings and possibly insecure operations. To assess
the value of allowing RAS settings to vary real time and the
benefit of considering multiple load and generation scenarios, we
propose a mixed integer optimization framework which identifies
optimal RAS actions while incorporating multiple load and re-
newable energy scenarios. We also propose an iterative algorithm
that efficiently solves the optimization problem, leveraging the
fact that only a few scenarios and contingencies are binding
at optimality. We demonstrate the benefits of (i) updating RAS
more frequently and (ii) considering multiple load scenarios by
performing case studies on the RTS-GMLC system.

NOMENCLATURE

A. Abbreviations

RAS Remedial Action Schemes
OPF Optimal Power Flow
SCOPF Security Constrained Optimal power Flow
MILP Mixed Integer Linear Program

B. Sets and Indices

i, j ∈ B Indices/set of nodes
i ∈ G Indices/set of generators connected to node i
ij ∈ L Indices/set of transmission lines between nodes

i and j
r ∈ R Indices/set of RAS in the system
ij ∈ Lr Indices/set of lines monitored by RAS r
Lm Set of lines monitored by at least one RAS
s ∈ S Indices/set of all load scenarios
k ∈ C Indices/set of all N − 1 contingencies

C. Parameters and Constants

1) Price and Costs:

fi Cost function of generator i
γ Cost of load shedding
β Cost of RAS action
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2) Generator:
Gi, Gi Lower/upper generation limits of generator i
gIs,k,i Status of generator i in scenario s after contin-

gency k
Ki Participation factor of generator i
3) Load:
DN

s,i Pre-contingency load at bus i in scenario s
DI

s,k,i Load at bus i in scenario s after contingency k

∆DI
s,k Total load change in the system in scenario s

after contingency k

4) Transmission Line:
F ij Power flow limit of Line ij
bij Admittance of line ij
lIs,k,ij Status of line ij in scenario s after contingency

k

D. Continuous Variables

1) Pre-contingency stage:
FN
s,ij Pre-contingency power flow in line ij, in sce-

nario s
θN
s,i,θ

N
s,j Pre-contingency voltage angles at buses i and

j in scenario s
GN

s,i Pre-contingency active power output of gener-
ator i in scenario s

2) Intermediate stage:
F I
s,k,ij Power flow in line ij immediately after con-

tingency k, in scenario s
θI
s,k,i,θ

I
s,k,jVoltage angles at buses i and j in scenario s

after contingency k
GI

s,k,i Active power output of generator i in scenario
s after contingency k

∆GI
s,k Total generation mismatch caused by contin-

gency k in scenario s
∆I

s Total generation mismatch in scenario s caused
by the tripping of generators with non-zero
participation factors

3) Post-RAS stage:
FR
s,k,ij Power flow in line ij after RAS actions have

been implemented in contingency k and sce-
nario s

θR
s,k,i,θ

R
s,k,jVoltage angles at buses i and j after RAS

actions have been implemented in contingency
k and scenario s
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GR
s,k,i Active power output of generator after RAS ac-

tions have been implemented i in contingency
k and scenario s

∆GR
s,k Total generation mismatch caused by the RAS

actions in contingency k and scenario s
∆R

s Total generation mismatch in scenario s caused
by the RAS tripping generators with non-zero
participation factors

DR
s,k,i Load at bus i after the RAS actions have been

implemented in contingency k and scenario s
∆DR

s,k Total load shed triggered by the RAS actions
in contingency k and scenario s

E. Binary Variables

1) RAS triggering conditions:
z+
s,k,ij 1 if line ij is overloaded in the positive di-

rection in contingency k and scenario s, 0
otherwise

z−
s,k,ij 1 if line ij is overloaded in the negative

direction in contingency k and scenario s, 0
otherwise

zs,k,ij 1 if line ij is overloaded in either direction in
contingency k and scenario s, 0 otherwise

ys,k,r Triggering status of RAS r in contingency k
and scenario s (1 if triggered, 0 otherwise)

ρr,i Optimal actions taken by RAS r (1 if generator
i is tripped by RAS r, 0 otherwise)

2) Post-RAS stage:
ρR
s,k,i Switching status of generator i in contingency

k and scenario s after all triggered RAS actions
have been implemented

gR
s,k,i Status of generator i after all RAS actions

have been implemented (1 if operational, 0
otherwise)

I. INTRODUCTION

Due to fundamental changes in the generation sources,
increasing peak load, challenges in building new transmission
lines and the market-based operation of power systems, the
existing electric transmission grid is forced to operate closer
to its limits. As a result, system operators are increasingly
relying on post-contingency control to avoid post-contingency
overloads and maintain secure operation [1], [2]. This has led
to the proliferation of remedial action schemes (RAS) ([3],
[4]), which detect abnormal system conditions and take fast,
predetermined actions in response. Because RAS often reduce
post-contingency constraint violations, they are seen as an
inexpensive alternative to increase the system’s transmission
capacity without adding new infrastructure [5], [6].

According to the Western Electricity Coordination Council
(WECC), the main RAS parameters are the arming crite-
ria, initiating/triggering conditions, and the RAS actions [7].
The arming criteria are critical system conditions for which
the RAS should be armed, i.e. ready to take actions when
needed. Initiating (or triggering) conditions are contingencies
or monitored system conditions that trigger the RAS action

if the scheme is already armed. Typical RAS actions include
load and generation shedding, transmission line switching, etc.
According to [8], for most existing RAS, the arming decision
depends on system conditions, while their actions are initiated
upon detecting outages and other changes in system topology.

Traditional RAS design procedures are slow and require
numerous offline simulations. As a result, RAS settings (i.e.,
arming criteria, triggering conditions, and RAS actions) often
do not change during real-time operations [8]. The slow design
procedure along with the use of fixed settings may prevent the
RAS from adapting to rapidly evolving grid conditions. While
RAS arming/disarming based on real-time system conditions
can provide some level of adaptability, the arming criteria
are predetermined based on large-scale system studies which
includes a given set of assumed system operating conditions.
With increased variability due to renewable and distributed
generation, the RAS may be subjected to conditions not
considered during its design. To mitigate the impacts of this
variability, it is important to consider a whole range of load
scenarios when designing the RAS and ensure that the RAS is
robust for all credible operating conditions. To further improve
the performance of the RAS and to prevent misoperations,
it would be beneficial to update the RAS settings on an
operational time-scale.

Recent research has sought to address the impacts of un-
certainty on the ability of preventive and corrective actions to
prevent N −1 constraint violations. There are many examples
in the literature where uncertainty in power injections is
modelled when identifying optimal preventive and corrective
control actions, see e.g [9], [10], [11], [12], some of which
also model situations where the corrective actions fail to
operate as intended [13], [14], [15]. However, in the above
studies, the corrective control actions are often restricted to
generator dispatch and other actions which typically have to
be computed and communicated in real-time and are too slow
to be classified as RAS.

A realistic RAS includes a local RAS controller that, with-
out further need for communication with a central dispatching
entity [16], implements some predetermined actions once a
given triggering condition such as a line overload is met, irre-
spective of the cause. In recent years, there have been efforts to
make RAS more adpative [17]. Several RAS implementation
that have flexible arming and triggering thresholds (e.g., [18],
[19]) or actions (e.g., [20], [21]) have been proposed. In
some cases, machine learning has been utilized to adaptively
compute RAS parameters. For example, [22] proposed a deep
learning based method to identify the optimal load and gener-
ation shedding actions, while [23] leverages machine learning
to adaptively set the arming criteria of RAS. Although some
parameters of these RAS adapt to real-time conditions, most
other parameters remain fixed and are determined manually.
Another concern with some of these methods is the large
amount of historical system data required.

To overcome some of these shortfalls, [24] proposes a
sensitivity-based method to generate a set of triggering con-
ditions and RAS actions to address post-contingency line
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overloads. However, the proposed method manually identifies
suitable RAS actions, which limits the number of contin-
gencies, operating conditions and control actions that can be
studied. To further improve the RAS design procedure, [25]
developed a method to optimally determine RAS actions that
are shared across a large number of contingencies. While [25]
demonstrated that optimized RAS is a promising a method
for relieving security constraint violations, the results also
demonstrated that a RAS scheme is more likely to fail and
cause unintended issues if applied in a load and generation
scenario that is significantly different than the setting for
which it was designed. This highlights the need for real-time
adjustible RAS, which we aim to address in this paper.

Specifically, our current paper aims at quantifying the value
of adjusting RAS actions in real-time operations, and compare
more frequent RAS updates to an approach where the RAS is
designed for one or more load and generation scenarios. To
achieve this, we make the following contributions. First, to ad-
dress this issue of insecure operations under changing system
conditions, we extend the RAS-SCOPF formulation from [25]
to incorporate multiple load and renewable energy scenarios.
The optimization problem determines a generation dispatch
and a set of RAS actions that minimize operational cost
across multiple possible operating conditions, and incorporates
a model of RAS triggering conditions that give rise to a mixed
integer program (MIP). Second, because of the binary variables
required to model the RAS, incorporating a large number of
scenarios is computationally prohibitive. Thus, we propose a
solution algorithm that draws inspiration from the iterative
decomposition techniques utilized in [14], [26], and [27]. This
algorithm leverages the fact that only a few contingencies and
load scenarios are binding at optimality [28] and identifies the
relevant contingencies and load scenarios using an iterative
approach. We find that the algorithm terminates in a few
iterations with only a small number of load scenarios and
contingencies included, thus greatly simplifying the solution
process. Finally, we leverage our model to investigate the
benefits of (i) updating RAS more frequently in real-time
operation and/or (ii) considering multiple load scenarios by
performing case studies on the RTS-GMLC system.

The rest of this paper is organized as follows: Section II
provides the mathematical description of the problem under
consideration, Section III describes the proposed solution
algorithm, Section IV presents the results of the case study,
and Section V concludes the paper.

II. OPTIMAL DESIGN OF RAS
A. Overview

While RAS may be employed to resolve different kinds of
post-contingency problems and may involve different kinds of
control actions, we focus on alleviating post-contingency line
overloads using generation tripping. Our optimization problem
aims to optimally choose a set of RAS actions, i.e. which
generators are tripped once the RAS is triggered. RAS actions
could be implemented in multiple ways depending on (i) how
frequently the system operator updates the RAS actions e.g.

based on changing load and generation conditions and (ii) what
information is used in deciding whether or not the RAS is
triggered. Here, we make the following assumptions:
A1 The system operator is able to change the generators

tripped by a RAS on an operational time-frame.
A2 The RAS is triggered based solely on local measurements

of the line loading to enable rapid implementation of the
RAS actions after a contingency, without the need for
communication with the system operator in real-time.

A3 The RAS always works perfectly, i.e. it does not trigger
under normal conditions and acts as designed during
contingencies.

We note a few important implications of the above as-
sumptions. First, we assume that the RAS is triggered when
one of its monitored lines is overloaded, regardless of what
caused the line flow to exceed the limit. As a result, the RAS
action must be the same regardless of what loading scenario
and contingency caused the overload. Second, since we co-
design RAS actions of all RAS schemes in response to real-
time conditions (Assumption A1) and the probability of RAS
misoperations or unintended interactions is zero (Assumption
A3), arming or disarming the RAS does not provide any
additional advantages. Therefore, we assume that the RAS is
always armed and do not further consider arming as a control
variable.

Figure 1 shows a high-level overview of the RAS-SCOPF
optimization problem, where we minimize operational cost
across multiple loading scenarios (represented as grey boxes).
For each loading scenario, we model the operation of the
power system in several stages:
(1) Pre-contingency operation (highlighted in green) de-

scribes the normal operation of the power system for a
given load scenario, before any contingency occurs.

(2) Intermediate operation (highlighted in red) describes the
operation of the power system immediately after a con-
tingency, before any RAS action has been implemented.
This stage also includes constraints that model whether
or not the RAS are triggered.

(3) Post-RAS operation (highlighted in blue) describes the
operation of the power system after all the RAS actions
have been implemented.

In the following section, we describe the detailed mathematical
model of our RAS-SCOPF problem.

B. Formulation of the RAS-SCOPF

We consider a power system where the sets G,B and L
represent the generators, buses and lines in the system, and
| · | represents the number of elements in each of these sets. R
is the set of all RAS present in the system and for every RAS
r ∈ R, Lr is the set of lines monitored by that RAS. RAS r is
triggered by overloads in any one of the monitored lines Lr.
Overloads in lines Lm ⊂ L, where Lm =

⋃
r∈R Lr, trigger

at least one RAS in the system. The RAS are designed to be
robust against all scenarios s ∈ S. The set C represents the sets
of all N − 1 contingencies, caused by the outage of a single
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Fig. 1: An overview of the RAS-SCOPF problem.

line or generator in the system. We use bold fonts to represent
the decision variables, whereas non-bold fonts are used to
represent the parameters of the optimization problem. Through
out the paper, we use G, F , θ, D to represent the active power
output of each generator, the power flow in each transmission
line, the voltage angle and the load at each bus in the system
respectively. To simplify the formulation, we assume that there
is only one load per bus in the system. Superscripts N , I , and
R represent pre-contingency, intermediate, and the post-RAS
operations respectively. Subscripts s and k are used to denote
the current scenario and contingency respectively. Generator,
load, and voltage variables related to individual generator or
buses are denoted with subscript i or j, e.g. GN

s,i, while
lines have double subscripts ij representing either ends of the
line, e.g. FN

s,ij . The constraints mentioned in this section are
enforced for scenarios in S, and except the pre-contingency
constraints, are also enforced for all contingencies in C. We do
not mention this in every equation due to space constraints. A
full nomenclature can be found in the beginning of the paper.

1) Objective: For all the scenarios s ∈ S, the RAS-
SCOPF seeks to minimize the pre-contingency generation
costs fi(G

N
s,i). The parameter γ, assumed equal for all loads

across contingencies and scenarios, represents the cost of load
shedding. DN

s,i and DR
s,k,i represent the pre-contingency and

the post-RAS load respectively. We also minimize the cost of
implementing the RAS actions, represented by the third term
in (1). Here, ρr,i is the switching status of a generator after
RAS r has been implemented and β is the cost of generator
tripping, which is assumed to be equal for all generators.

min
∑
s∈S

∑
i∈G

fi(G
N
s,i) +

∑
k∈C(s)

∑
i∈B

γ

(
DN

s,i−DR
s,k,i

)
+
∑
r∈R

∑
i∈G

βρr,i (1)

2) Pre-contingency Operating constraints: : (∀s ∈ S) The
following constraints represent the normal operating condition
of the system. To simplify the solution, we model the power
flows in the system using the DC approximation, represented

by (2). Constraint (3) enforces power balance at each node.
FN
s,ij = −bij(θ

N
s,i − θN

s,j) ∀ij ∈ L (2)

GN
s,i −DN

s,i =
∑
j∈B

FN
s,ij ∀i ∈ B (3)

Constraint (4) models the operational limits of the generators
in the system, where Gi and Gi are the upper and lower
generation limits respectively. Constraint (5) limits the the
transmission line flows within their thermal limits F ij .

Gi ≤ GN
s,i ≤ Gi ∀i ∈ G (4)

−F ij ≤ FN
s,ij ≤ F ij ∀ij ∈ L (5)

3) Intermediate Operating Constraints:
(
∀s ∈ S, k ∈ C

)
These set of constraints model the operation of the system
immediately following a contingency. We make no assump-
tions on the type of contingency and model the impacts of
line, generator, and load outages using the parameters lIs,k,ij ,
gIs,k,i, and DI

s,k,i. For a contingency k ∈ C, lIs,k,ij represents
the status of each line after the outage, with lIs,k,ij = 0

for the outaged line. Similarly, gIs,k,i represents the status of
generators follwing a generator outage, with gIs,k,i = 0 for
the outaged generators (represented by Gk). Finally, DI

s,k,i

represents the load at each bus following load outages.

To make up for any power imbalances following a generator
or load outage, we assume a distributed slack model and
redispatch the system using predetermined participation factors
Ki. The loss in generation ∆GI

s,k following a generator
outage is given by (6) and Constraint (7) models the loss in
load ∆DI

s,k due to a load outage.

∆GI
s,k =

∑
i∈G

(1− gIs,k,i)G
N
s,i (6)

∆DI
s,k =

∑
i∈B

(DN
s,i −DI

s,k,i) (7)

For all active generators (i.e. G\Gk), the active power output,
GI

s,k,i, after a contingency, is given by constraints (8) - (9)

GI
s,k,i = GN

s,i +Ki(∆GI
s,k −∆DI

s,k +∆I
s) (8)

Gi ≤ GI
s,k,i ≤ Gi (9)

Where the variable ∆I
s represents the power mismatch caused

by the outages of generators with non-zero participation fac-
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tors. Constraint (10) represents the intermediate power flow
F I
s,k,ij in each line, while Constraint (11) enforces nodal

power balance.
F I
s,k,ij = −lIs,k,ijbij(θ

I
s,k,i − θI

s,k,j) ∀ij ∈ L (10)

GI
s,k,i −DI

s,k,i =
∑
j∈B

F I
s,k,ij ∀i ∈ B (11)

For all contingencies k ∈ C, we relax the line limits of all the
monitored lines to observe any overloads in them. For all other
lines, Constraint (12) enforces the post-contingency line limits,
assuming that lines have the same normal and emergency
limits. This constraint, however, can be easily modified to
model the temporary overload capacity of transmission lines.

−F ij ≤ F I
s,k,ij ≤ F ij ∀ij ∈ L\Lm (12)

4) RAS triggering conditions: (∀s ∈ S, k ∈ C) For every
scenario s ∈ S, the following constraints evaluate whether the
RAS is triggered by overloads in the monitored lines Lm. For
every RAS r ∈ R, Constraints (13) - (17) evaluate if there
are overloads in any of its monitored line Lr. Constraints (13)
and (14) set the binary variable z+

s,k,ij = 1 if the line ij is
overloaded in the positive direction. Otherwise, z+

s,k,ij = 0.

F I
s,k,ij − F ij ≥ m(1− z+

s,k,ij) (13)

F I
s,k,ij − F ij ≤ Mz+

s,k,ij (14)

Constraints (15) and (16) set the variable z−
s,k,ij = 1 if the line

ij is overloaded in the negative direction. Else, z−
s,k,ij = 0.

−F I
s,k,ij − F ij ≥ m(1− z−

s,k,ij) (15)

−F I
s,k,ij − F ij ≤ Mz−

s,k,ij (16)
If, for every RAS r ∈ R, a line ij ∈ Lr is overloaded in either
direction, then constraint (17) sets the variable zs,k,ij = 1.
Otherwise, zs,k,ij = 0.

z+
s,k,ij + z−

s,k,ij = zs,k,ij (17)
In the above equations, M and m are big-M constants that
represent valid upper and lower bounds on the left-hand sides
of the constraints. Constraint (18) evaluates whether RAS r
has been triggered or not. Specifically, it sets ys,k,r = 1 if
the RAS has been triggered, otherwise, ys,k,r = 0.∑

ij∈Lr

zs,k,ij ≥ ys,k,r

∑
ij∈Lr

zs,k,ij ≤ |Lr|ys,k,r (18)

If RAS r is triggered, then atleast one generator is tripped, i.e,∑
i∈G

ρr,i ≥ 1 (19)

Where, ρr,i is the switching status of the generator. ρr,i = 1
if generator i is tripped by the RAS. Otherwise ρr,i = 0. Note
that the RAS actions ρr,i are common across scenarios and
contingencies, while the RAS triggering conditions (13)-(18)
are evaluated for each scenario and contingency.

5) Post-RAS constraints: (∀s ∈ S, k ∈ C(s)) The following
set of constraints model the operation of the system after
the RAS has been triggered. Constraints (20)-(22) enforce
the action ρr,i taken by RAS r if it has been triggered, i.e.

ys,k,r = 1, by contingency k ∈ C.
ρR
s,k,r,i − ρr,i ≤ (1− ys,k,r) (20)

ρR
s,k,r,i − ρr,i ≥ (ys,k,r − 1) (21)

ρR
s,k,r,i ≤ ys,k,r ρR

s,k,r,i ≥ −(ys,k,r) (22)
Constraints (23) and (24) ensure that all the actions taken by
the different RAS in the system are enforced simultaneously.∑

r∈R
ρR
s,k,r,i ≥ ρR

s,k,i

∑
r∈R

ρR
s,k,r,i ≤ |R|ρR

s,k,i (23)

gR
s,k,i = gIs,k,i − ρR

s,k,i (24)

Where, gR
s,k,i is the generator’s operation status after all

the RAS actions have been implemented. If the generator
continues to operate in the post-RAS stage, then gR

s,k,i = 1,
otherwise gR

s,k,i = 0. In situations where generator shedding
is insufficient to prevent overloads in the monitored lines Lm,
we also allow load shedding as an emergency action, i.e.,

DR
s,k,i ≤ DI

s,k,i ∀i ∈ B (25)
The amount of load shed may differ across contingencies k
and scenarios s. Constraints (26) - (30) compute the amount
of generation and load shed (i.e., ∆GR

s,k and ∆DR
s,k respec-

tively) when the RAS actions are implemented.
∆G̃s,k,i ≤ Gi(1− ρR

s,k,i) ∆G̃s,k,i ≥ Gi(ρ
R
s,k,i − 1) (26)

∆G̃s,k,i −GI
s,k,i ≤ Giρ

R
s,k,i (27)

∆G̃s,k,i −GI
s,k,i ≥ −Giρ

R
s,k,i (28)

∆GR
s,k =

∑
i∈Gk

∆G̃s,k,i (29)

∆DR
s,k =

∑
i∈B

(DI
s,k,i −DR

s,k,i) (30)

Constraints (31)-(32) capture the response of the generators to
the generation and load imbalances caused by the RAS actions.
The generators respond to these imbalances by adjusting their
outputs GR

s,k,i based on their droop factors Ki.

GR
s,k,i ≤ GI

s,k,i +Ki(∆GR
s,k −∆DR

s,k +∆R
s )

+M(gR
s,k,i − 1)

(31)

GR
s,k,i ≥ GI

s,k,i +Ki(∆GR
s,k −∆DR

s,k +∆R
s )

+M(gR
s,k,i − 1)

(32)

Constraint (33) restricts the real power outputs of the
generators to their limits if the the generator continues to
operate after the RAS has been triggered. Otherwise, the
output of the generator is set to zero when gR

s,k,i = 0.

gR
s,k,iGi ≤ GR

s,k,i ≤ gR
s,k,iGi ∀i ∈ G (33)

Constraints (34) - (36) model the post-RAS operating condi-
tions of the system.

GR
s,k,i −DR

s,k,i =
∑
j∈B

FR
s,k,ij ∀i ∈ B (34)

FR
s,k,ij = −lIs,k,ijbij(θ

R
s,k,i − θR

s,k,j) ∀ij ∈ Lk (35)

− F ij ≤ FR
s,k,ij ≤ F ij ∀ij ∈ L (36)
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C. Problem variations

To devise effective solution algorithms and benchmark the
performance of the RAS-SCOPF, we consider three problem
variants, namely a standard OPF, standard SCOPF and a RAS-
aware SCOPF.

1) OPF: OPF minimizes pre-contingency generation cost,

min
∑
i∈G

fi(G
N
i ) (37)

subject only to the pre-contingency constraints (3)-(5).
2) SCOPF: The SCOPF minimizes the pre-contingency

generation cost (37) subject to the pre-contingency constraints
(3)-(5) and security constraints (8)-(12) to ensure that the
system will operate without violations immediately after any
contingency has occurred. In the SCOPF, the security con-
straints are enforced for all lines in the system (i.e. Lm = ∅)

3) RAS-aware SCOPF: The RAS-aware SCOPF is a mod-
ified version of the preventive SCOPF that minimizes the
pre-contingency generation cost (37) subject to the pre-
contingency constraints (3) - (5) and post-contingency con-
straints (9) - (12), except for the post-contingency line limits
for the monitored lines Lm. To ensure that the post-RAS
generation redispatch is feasible, we include constraints (38)-
(40), where ri is the reserve needed to handle the tripping of
generators GRAS by the RAS.

∆G =
∑

i∈GRAS

GN
i (38)

ri ≥ Ki∆G ∀i ∈ G (39)

GN
i + ri ≤ Gi ∀i ∈ G (40)

III. SOLUTION ALGORITHM

The full RAS-SCOPF problem described in Section II
is a Mixed Integer Linear Program (MILP), with integer
variables describing the behaviour of the RAS. Because we
are modelling the system operation in three stages and include
constraints for each load and contingency scenario, the prob-
lem also has a very large number of power flow constraints.
The solution times thus can be unacceptably long.

To obtain an optimal solution in reasonable time, we
propose an iterative algorithm based on a nested constraint
generation approach. In every iteration i, we consider a subset
of load scenarios Si ⊂ S . We solve the RAS-SCOPF for the
scenarios Si while iteratively adding contingency constraints
to the problem, with the set Ci

s representing the considered set
of contingencies for scenario s in iteration i. We then run a
feasibility check on the remaining scenarios s ∈ S\Si, and
add the most violated scenarios to Si. We then increase the
iteration count and resolve the RAS-SCOPF. The algorithm
terminates when no more violated scenarios are found, at
which point it returns the optimal solution. Note that, as only a
few load and contingency scenarios are binding at the optimal
solution, the algorithm terminates in only a few iterations.
Furthermore, the algorithm provides a lower bound on the
optimal objective value in each iteration.

In the following few paragraphs, we describe the algorithm
in detail.

TABLE I: Lines Monitored by each RAS scheme
RAS 1 RAS 2 RAS 3

25, 26, 27, 28, 30, 31, 33, 40 119 85

Step 0 Initialization: We initialize the algorithm with a
single design scenario in Si, which we chose to be the peak
load scenario. We set the iteration counter to i = 1.

Step 1 Solve RAS for load and generation scenarios in Si:
We solve the RAS-SCOPF with scenarios Si by iteratively
adding violated contingency constraints.

(i) For every scenario s ∈ Si, we initialize Ci
s = ∅.

(ii) We solve the RAS-SCOPF considering the given scenar-
ios Si and contingency sets Ci

s. Let G∗
s be the optimal

generation dispatch for scenario s ∈ Siand ρ∗ the
optimal RAS actions shared across scenarios.

(iii) For each scenario s ∈ Si, we do the following to identify
violated contingencies that were not included in Ci

s.
A Keeping the generation dispatch G∗

s and the RAS
actions ρ∗ fixed,we solve the intermediate power flow
(10)-(11) for all contingencies k /∈ Ci

s.
B Given the power flow solutions, we evaluate the RAS

triggering conditions (13) - (18). If, for contingency k,
a RAS scheme is triggered, then the we implement the
actions ρ∗ corresponding to the triggered RAS.

C After implementing the RAS actions, we solve the
post-RAS power flow and recompute the line flows.

(iv) If none of the contingencies result in constraint violations
for any scenario s ∈ Si, the RAS-SCOPF solution in
step (ii) is feasible for those scenarios. In that case, we
terminate Step 1 and move onto Step 2.

(v) If any of the contingencies cause constraint violations,
we add two contingencies namely the contingencies that
cause the highest constraint violations while triggering or
not triggering any RAS, respectively, to Ci

s.
(vi) After expanding the set Ci

s, we return to step (ii).
Step 2 Identify violated scenarios s /∈ Si: Next, we evaluate

our solution for scenarios that were not considered in the RAS-
SCOPF s /∈ Si. First, we dispatch all the generators in the
system by solving the RAS-aware SCOPF, described in II-C,
considering one scenario s /∈ Si. Then, following steps A-C,
we evaluate if any contingency results in constraint violations.

Step 3 Termination criterion: If for all scenarios, none
of the contingencies result in constraint violations, then the
current RAS is optimal and we terminate the algorithm.

Step 4 Adding violated scenarios: If at least one scenario
results in post-contingency constraint violations, we include
the one with the highest violations in Si and return to step 1.

IV. CASE STUDY

The RAS-SCOPF problem and the proposed solution al-
gorithm are implemented in the Julia programming language
[29] using JuMP [30] and are solved using the Gurobi v10.0.1
optimizer [31] on a system with a 24 thread Intel(R) Xeon(R)
Gold 6248R CPU @ 3.00 GHz. We use the PowerModels.jl
package [32] to model the power flow. When solving the RAS-
SCOPF, we assume a fixed penalty γ = $5000/MW of load
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Fig. 3: Region-wise variation in (a) Load and available (b) Solar, (c)
Wind, and (d) Hydro generation

shed. When multiple scenarios are considered simultaneously,
we use a fixed cost β = $1000 for every generator tripped by
a RAS. When solving the RAS-SCOPF independently at each
scenario, we divide the cost factor β by the total number of
scenarios. The Big-M constants are set to M = −m = 100.

A. RTS-GMLC system

To demonstrate the advantages of updating RAS actions in
real-time as system conditions change, we need a test system
with realistic, time-varying load and renewable generation
data. We choose to use the RTS-GMLC system [33], which
includes year-round load and renewable data1. For the case
study, we consider 24 hours around the peak load, with one-
hour resolution for the load and renewable data. For our
contingency set, we consider all non-radial line outages. We

1available on https://github.com/GridMod/RTS-GMLC

TABLE II: Solution times when only RAS 1 is considered

Scenarios Proposed Algorithm RAS-SCOPF
Solve Time Iterations Solve Time

Peak load 26 s 5 15,221 s
Worst case across

scenarios 32 s 5 17,836 s

Designed considering all
scenarios 497 s 5 —

remove the HVDC lines and the synchronous condensers and
reduce the thermal limits of all the lines by 20% to increase
congestion, except for lines 53, 54, 91, and 92 where we
double the capacity to ensure feasibility in case of outages.

B. RAS Design

The RTS-GMLC system, shown in Fig. 2, comprises three
distinct regions. Region-wise variation in load and renewables,
shown in Fig. 3, affects which lines in the system are con-
gested. To design the RAS, we solve the OPF and identify
lines that are likely to experience post-contingency overloads.
Based on this analysis, we define three RAS. The first RAS
monitors line 119, which connects regions 2 and 3, and is often
at risk of post-contingency overloads when region 3 has excess
renewable energy (i.e. in the middle of the day). We include
two additional RAS within region 1 and 3, respectively. These
monitor lines that in areas with high renewable penetration
that are often at risk of overloads. All the monitored lines are
listed in Table I and are highlighted in red in Fig. 2.

C. Computational performance

We first compare the computational performance of the
proposed algorithm to the case when the RAS-SCOPF is
solved directly using Gurobi v10.0.1. Table II lists the solution
times when designing a single RAS for different scenarios and
when considering multiple scenarios. As we can see, for all
cases, the proposed solution algorithm is significantly faster
than solving the full RAS-SCOPF. For many scenarios, the
number of contingencies that trigger the RAS, and thus, the
number of binary variables are very high. Therefore solving
the full RAS-SCOPF can result in unacceptably long solution
times. On the other hand, the proposed algorithm is able to find
the optimal solution in a few iterations, which means that only
a few contingencies and scenarios are binding at the optimal
solution. By considering only a small subset of all scenarios
and contingencies, we can significantly reduce the number of
binary variables and improve the solution times.

We observe similar results when co-optimizing multiple
RAS. However, note that in this case, when considering all
24 scenarios simultaneously, all scenarios are binding at the
optimal solutions. Thus, the proposed algorithm, for designing
multiple RAS while considering multiple scenarios, can still
take a long time to converge , although it will still be much
faster than solving the full RAS-SCOPF.

D. Impact of multiple RAS schemes

In this section, we assess the benefits of having multiple
RAS schemes in the network. We solve the RAS-SCOPF inde-
pendently for each scenario, first with three RAS schemes and
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Fig. 4: Plot (a) shows total operating cost obtained by solving the
SCOPF and RAS-SCOPF (with single and multiple RAS in the
system). Plot (b) shows the total operating cost for different design
frequencies and with all RAS active. The operating costs are shown
as percent increase compared to the OPF.

then with only RAS 1, and compare the resulting operational
cost with the standard OPF and SCOPF (without RAS).

Figure 4(a) shows the operating cost (relative to the OPF)
for the SCOPF (in green), the RAS-SCOPF with RAS 1 (in
blue) and the RAS-SCOPF with all RAS schemes (in red).
First, we observe that the SCOPF always results in the highest
generation cost, as it enforces the N − 1 security constraints
without any post-contingency control. The RAS-SCOPF with
three active RAS leads to the lowest cost, while the RAS-
SCOPF with one active RAS gives intermediate solutions.

Further, due to variations in load and renewable generation,
which causes different sets of lines to be congested, the
benefits offered by the RAS vary over the course of the day.
From 1 am to 8 am, the OPF solution satisfies the N − 1
security constraints, and we obtain the same generation costs
by solving the other formulations. After 5 pm, the generation
costs obtained by solving the SCOPF and the RAS-SCOPF
with RAS 1 are almost equal, implying that lines other than
those monitored by RAS 1 are congested. Installing additional
RAS increases flexibility, thus reducing operating costs.

E. Value of real time adjustable RAS

Next, we assess the impact of varying system conditions
on the optimal RAS action and the operational cost for the
case with three active RAS schemes. Variation in load and
renewables can be accounted for either by (i) solving the RAS-
SCOPF hourly to redesign the RAS (in which case the RAS
actions may vary by hour) or (ii) considering multiple load
and generation scenarios when solving the RAS-SCOPF to
determine the RAS actions (in which case the RAS actions
remain fixed across all hours). These solutions are compared
with those when the RAS is designed using only the peak load
scenario. When the RAS is designed only for the peak load
scenario, we compute the operational cost for other scenarios
by fixing the variable ρr,i and re-solving the RAS-SCOPF.
The resulting operational cost and optimal RAS actions are
shown in Fig. 4(b) and table III, respectively.

Fig. 4(b) shows that accounting for the variation in system
operating conditions by either redesigning the RAS hourly

TABLE III: Generators Tripped by each RAS
Time of Day RAS 1 RAS 2 RAS 3

Designed using the peak load scenario
All hours 157 — —

Designed considering all scenarios
All hours 103, 107, 124, 130, 157 71, 72 156

Redesigned hourly
8 107 155 —
9 155 155 —

10 9, 57, 71, 74 72, 111, 157 —
11 57, 71, 72 18, 155 —
12 57, 100,157 71, 72 —
13 57, 100,157 111 —
14 103, 107, 157 — —
15 157 — —

16-19 157 — 156
20 — — 156
21 156, 157 — 156
22 157 — 156

or by considering multiple scenario significantly lowers the
operating costs compared to designing only for the peak sce-
nario during many hours per day. Across the full 24h, the total
operating cost across 24h is reduced from $3378318.2 when
designing only for the peak load scenario to $3339586.4 (-
1.15%) when redesigned hourly or $3342605.8 (-1.06%) when
designed considering all scenarios. Thus, while redesigning the
RAS actions hourly provides the highest amount of flexibility
and thus the lowest cost. Almost the same cost reduction can
be achieved by accounting for multiple scenarios in the design
process. This indicates that it is more important to account for
variations in load and renewable generation when choosing the
RAS actions than it is to redesign the actions more frequently.

To further investigate the differences in solutions, we con-
sider the optimal RAS actions listed in Table III. We first note
that when the RAS is designed only for the peak load scenario,
only RAS 1 is triggered (i.e., there is no action for RAS 2
and 3). This demonstrates how considering only a single load
scenarios fails to take full advantage of the flexibility offered
by the RAS. In comparison, designing for multiple scenarios
activates RAS 1, 2 and 3 for the full 24h. When the RAS is
redesigned hourly, the number of activated RAS schemes and
the resulting optimal RAS action vary over time. Importantly,
the RAS that is redesigned hourly has fewer generator tripping
actions than the RAS designed for multiple scenarios.

Overall, we observe that redesigning the RAS hourly pro-
vides the lowest cost and may reduces the number of gen-
erators that would be tripped in case of a RAS activation
compared to the case designed for multiple scenarios. How-
ever, updating RAS actions hourly may be impractical, as
it requires communication overheads and possibly long OPF
solution times. If this is a concern, designing the RAS for
multiple scenarios at once provides similar cost benefits, with
the only drawback of a high number of RAS actions.

V. CONCLUSION

Remedial action schemes (RAS) are an important tool to
reduce congestion in power systems operation. However, RAS
pose several challenges due to their inability to adapt to chang-
ing conditions. To mitigate the impacts of increased variability
due to renewable and distributed generation, we proposed
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a RAS-SCOPF problem that incorporates multiple load and
renewable energy scenario. Also, we devise a nested iterative
algorithm to solve the resulting mixed integer problem.

The proposed method is applied to the RTS-GMLC system.
First, we observe that we can lower the generation costs of
the system by including multiple RAS in the network. Second,
accounting for variation in load and renewable, either by (a)
redesigning the RAS every scenario or (b) by incorporating
multiple scenarios results in lower operational costs compared
to when we design the RAS only for the peak load scenario.

The proposed method provides several opportunities for
future work. Firstly, we have assumed that the load and
renewable data is fully known, which is not always the case
due to measurement and forecast errors. The work in [25]
showed that, while the solutions of RAS-SCOPF is secure for
small levels of uncertainty, they can fail under high levels of
uncertainty. Thus quantifying the impact of uncertainty on the
performance of the RAS and formulating the RAS-SCOPF
as a stochastic optimization problem will further improve the
performance of the RAS. Another important assumption that
we have made is that the probability of RAS failure is zero.
This is not true in practical scenarios and failures of RAS
can have severe consequences. In future, work we would like
to model RAS failures and analyse their impact on system
reliability. Finally, in the worst case, the proposed algorithm
may have to incorporate all the scenarios in solving the
RAS-SCOPF, which can still result in unacceptable solution
times.The structure of the RAS-SCOPF may allow us to
decompose the problem into smaller sub-problems which are
easier to solve. We can leverage this fact to further improve
the solution speed of RAS-SCOPF.
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