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Abstract—With the integration of large-scale wind turbines 
(WTs) into grids via electronic interfaces, power system 
operators have necessitated frequency support from wind farms. 
Due to the large number of WTs and their complex dynamic 
characteristics, it is necessary to assess the primary frequency 
regulation (PFR) capability and construct feasible region of 
wind farms. In order to cope with the problems of incomplete 
parameters, analytical solving complexity and the coupling 
influence of power system regulation characteristics, this paper 
develops a data-driven state space mapping linear model 
predictive control (MPC) to assess the maximum PFR capability 
of wind farms and reasonably distribute coefficients to WTs. 
Besides, a coordinated iteration framework between dispatching 
center and wind farms is proposed to further optimize the wind 
farm regulation feasible region. The simulation results verify 
that the proposed method has the advantages of independence 
from physical parameters, fast analytical solution, and lower 
requirements of training samples on limited scenarios. 

Index Terms—Data-driven, droop coefficient, frequency 
regulation, Koopman operator, state space mapping, wind farm. 

I. INTRODUCTION 
With the rapid increase of WT installed capacity, power 

system PFR is confronted with significant problems [1]. WTs 
connect with power systems via converters, which leads to 
the decoupling of rotor speed and system frequency [2]. On 
the other hand, most WTs operate at maximum power point 
tracking (MPPT) mode without reverse capability, which 
further deteriorates frequency stability [3]. To cope with these 
challenges, it has reached a consensus that power systems 
need to incorporate WTs in frequency regulation, especially 
in PFR process. 

Variable speed WTs usually participate in PFR accoding to 
two control schemes, i.e. converter control and pitch angle 
control.  Compared to the pitch angle control scheme, the 
electronic converter has the advantage of responding rapidly 

and low cost, and hence becomes a more efficient method [4]. 
This approach emulates the droop characteristic of 
conventional generators by utilizing the stored kinetic energy 
in WTs [5], [6]. The authors of [7] validate that provision of 
droop characteristics by WTs can improve the quasi-steady 
state of frequency and frequency nadir. Based on rotor speed 
status, an adaptive droop coefficient control method is 
developed in [8] to avoid WT tripping-off incidents. 
Nevertheless, these approaches mostly focus on the 
individual WT control. 
    As a grid-connected entity, a wind farm should reasonably 
dispatch power among WTs and provide unitary droop 
characteristics during a PFR process. With different WT 
status and wind speed conditions, the regulation capability of 
a wind farm will dynamically change [9]. Considering the 
security of WT rotor speed, it is important to assess the 
optimal droop coefficient feasible region of wind farms in 
different operation status, and report to the grid dispatching 
center, which helps dispatchers to analyze the frequency 
stability and perform unit commitment considering dynamic 
security. Usually, based on a dynamic physical model, the 
optimal boundary of droop coefficient feasible region can be 
analytically calculated. Ref. [10] utilizes an analytical 
function of wind speed condition and WT rotor speed to 
assess the limited boundary of wind farm droop coefficient. 
The authors in [11] propose an enhanced steady-state power 
flow method based on timing simulation to assess the 
contribution of voltage source converter-based high voltage 
direct current transmission (VSC-HVDC) wind farm to 
frequency regulation. In [12], the droop coefficient boundary 
is expressed by a linear time-vary function of wind speed. A 
mixed integer linear programming method is developed in 
[13] to assess the feasible region of regulation coefficients, 
which takes frequency response and economic constraints 
into consideration. The authors of [14] make a tradeoff 
between economic benefit and reserve active power to assess 
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maximum droop coefficient of wind farms. However, the 
above traditional physical approaches rely heavily on 
parameter accuracy and model completeness [15]. With 
imprecise parameters, the assessed results inevitably 
deteriorate. Meanwhile, the assessment of the droop 
coefficient feasible region is a nonconvex optimal problem 
constrained by nonlinear dynamic equations, and the 
distribution scheme of coefficient among WTs should also be 
considered, and hence the fast analytical solution is difficult. 
In general, timing simulation methods can be used to solve 
this problem and obtain the coefficient boundary [16], [17], 
but the solution efficiency interferes with its online 
application. 

Compared to the aforementioned traditional model-based 
methods, data-driven methods have attracted much attention 
from scholars since they directly use the input and output 
information of a real system to construct an equivalent model 
[18].  The authors of  [19] develop an improved elastic back-
propagation neural network method to forecast frequency 
variation of a wind farm integrated system. In [20], an 
artificial neural network model is developed to fit the PFR 
dynamic model and assess the frequency regulation capability 
of wind farms. Ref. [21] proposes a deep reinforcement 
learning method to construct a frequency regulation model of 
wind farms and assess the droop coefficient in real-time. 
Nevertheless, the above data-driven methods lack physical 
interpretability, which makes it difficult to accurately fit the 
nonlinear dynamical process of wind farm PFR. 

To cope with the problem, a data-driven MPC is an 
promising scheme, since it has the advantage of combining 
dynamic mechanism process. The authors of [22] construct a 
MPC model by long short-term memory units and 
convolutional neural networks. However, due to the strong 
nonlinear characteristic, the model is solved by a heuristic 
optimal algorithm, instead of the analytic method, which 
suffers from long solving time and unstable results. Owing to 
global linearization, the Koopman operator theory (KOT) is 
widely used in fitting a nonlinear dynamic model [23]. Based 
on KOT, a nonlinear dynamic model can be mapped onto a 
global linear pattern in augmented state space without loss of 
accuracy, and a linear operator matrix can be estimated by 
data-driven training [24], [25]. In this way, constructing a 
convex optimization model with accurate data-driven linear 
MPC is possible. 

In addition, it should be emphasized that each wind farm 
PFR capability exists coupling relationship in a power system, 
which is ignored in most existing research. Specifically, when 
wind farms obtain an assessment result and report it to the 
grid dispatcher, the overall frequency regulation capability of 
the system will be reinforced, which further extends the 
droop coefficients feasible region of each wind farm in turn. 
Therefore, in order to obtain the optimal coefficient boundary 
of wind farms, it is necessary to carry out a coordinated 
iteration scheme between the grid dispatch center and wind 
farms. 

To fill the gaps in the existing research, this paper develops 
a data-driven and state space mapping linear MPC method to 
construct a wind farm PFR capability assessment model. The 
assessed result of each wind farm model is reported to the 
grid dispatch center, and the center updates system coefficient 
and feed it back to wind farms. By executing the coordinated 
iteration, the optimal feasible region of wind farms can be 
obtained. To the best of the author’s knowledge, the main 
contributions of this paper can be concluded as follows: 

1) A data-driven state space mapping linear MPC model of 
wind farm PFR is proposed, which is independent of WT 
parameters and reduces the requirement for historical samples 
by global linearization. 

2) A convex PFR capability assessment model of wind 
farms is constructed based on the data-driven MPC, which 
has the advantages of fast analytical solving and optimal 
coefficient distribution among WTs. 

3) A coordinated iteration assessment framework between 
grid dispatching center and wind farms is proposed, which 
completely exploits the PFR capability. 

The remainder of this paper is organized as follows: 
Section II introduces a physical-based nonlinear MPC 
assessment model and coordinated iteration framework. 
Section Ⅲ develops coordinated assessment method based on 
state space mapping and data-driven linear MPC, and the 
effectiveness of PFR capacity assessment is validated in 
Section IV. Finally, Section V concludes the paper. 

II. PHYSICAL-BASED NONLINEAR MPC ASSESSMENT 
MODEL AND COORDINATED ITERATION FRAMEWORK 

As a theoretical basis of the proposed data-driven MPC 
assessment method, a physical-based MPC model with a 
coordinated assessment framework is introduced in this 
section. 
A.   Continuous-Time Differential Dynamic Model of PFR 

WTs capture the kinetic energy from the air and store it in 
wind blades. The mechanical power of WT can be expressed 
as follows [25]: 

( )3
, , , , , , , ,

1 ,
2m i n w i n p i n i n i nP Sv Cρ λ β=                      (1) 

where , ,m i nP  denotes the mechanical power of n-th WT in i-th 
wind farm, ρ  denotes the air density, S  denotes the swept 
area of WT blades, , ,w i nv  denotes the wind speed of n-th WT 

in i-th wind farm, and ( ), , , ,,p i n i n i nC λ β  denotes the power 

coefficient of n-th WT in i-th wind farm [25], i.e.,  

( ) ,
,
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where , , , , ,( ) /i n i n i n w i nr t vλ ω=  denotes the ratio of blade tip 
speed to wind speed, ,i nr  and ,i nβ  denotes the blade radius 
and blade pitch angle of n-th WT in i-th wind farm, and 
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In a PFR process, operation mode of WT is switched to 
droop control, and causes a mismatch between the electrical 
and mechanical torque. The electro-mechanical transient 
process is represented as 

, , , ,
, , , , ,

, ,

1 1( ) ( )m i n e i n
i n m i n e i n

c c i n i n

P P
T T

J J
ω

ω ω
= ⋅ − = ⋅ −          (4) 

where ,i nω  denotes the rotor speed of n-th WT in i-th wind 
farm, , ,m i nT  and , ,e i nT  denotes the mechanical torque and 

electrical torque of n-th WT in i-th wind farm, , ,m i nP and , ,e i nP  
denotes the active power output of n-th WT in i-th wind farm, 
and cJ  denotes the rotational inertia of the WT. 

After a severe power fluctuation, if system frequency 
exceeds the pre-set dead zone, generators will regulate the 
active power output and participate in PFR. Both thermal 
units and WTs regulate the power by droop control, which 
can be represented as  

, ,
1 1

( )( )
l h

G f,th f e i th j
i j

P K K f f P P∗

= =

∆ = + − = ∆ + ∆∑ ∑        (5) 

( )e,i f,iP K f f∗∆ = −                               (6) 

,
1

l

f f i
i

K K
=

= ∑                                     (7) 

, , , ( )th j f th jP K f f∗∆ = −                           (8) 

1

h

f,th f,th, j
j

K K
=

= ∑                                 (9) 

where GP∆  denotes the total active power output adjustment 
in the system, ,th jP∆  and e,iP∆  denote the active power 
output adjustment of the j-th thermal power plant and the i-th 
wind farm, , ,f th jK  and ,f iK  denote the droop coefficients of 
the j-th thermal power plant and the i-th wind farm, l  and h  
denote the number of thermal power plants and wind farms in 
the system, f,thK  and fK  denote the total droop coefficients 

of thermal power plants and wind farms, f ∗  denotes the 
nominal frequency, and f  denotes the real frequency. 

In this paper, the system frequency dynamic response 
process is expressed as a first-order inertial function, which 
can be expressed as (10). To guarantee the assessment results 
can apply to all scenarios, we set a most acceptable power 
fluctuation at the beginning of PFR, and implement iteration 
assessment. In this way, the assessed results can guarantee 
WT security in all acceptable power fluctuation scenarios. 

 2 d ( )
d G L f,sys L

n

H f P P K f f P
f t

∗= ∆ − ∆ = − − ∆           (10) 

f,sys f,th fK K K= +                                (11) 
where H  denotes the inherent inertia of the system, f,sysK  
denotes the total droop coefficient of the system, and LP∆  
denotes the load disturbance. 

To provide a stable regulation characteristic, ,f iK  should 
be a constant in one PFR process, and the power output of the 
i-th wind farm can be expressed as 

  , , , , , ,
1 1

( )
i iN N

in in
e i e i n e,i m i f,i m i n

n n
P P P P K f f P∗

= =

= = ∆ + = − +∑ ∑    (12)                                          

, , ,
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iN
in in
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n

P P
=
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, , , , , , ( )in
e i n m i n f i nP P K f f∗= + −                      (14) 

where ,
in

m iP  and ,e iP  denotes the initial mechanical power and 

power output of the i-th wind farm, iN  denotes the number 

of WTs in the i-th wind farm, , ,
in

m i nP  and , ,e i nP  denotes the 
initial mechanical power and power output of the n-th WT in 
the i-th wind farm, and , ,f i nK  denotes the droop coefficient 
of the i-th WT in the i-th wind farm. 
B.  Coordinated Discrete-Time Algebraic MPC Assessment 

Model 
1) Wind Farm Model 
In order to carry out an analytic solving of PFR process, 

the original dynamic model is usually derived into an algebra 
form by the finite difference method. The discrete algebraic 
form of system frequency (8) can be rewritten as 

n( 1) ( ) [ ( ( )) ]
2 f,sys L
f Tf t f t K f f t P

H

∗
∗+ = + − − ∆         (15) 

where T  denotes the sampling period, and ( )t•  denotes the 
value at time step t. 

Similarly, the discrete algebraic form of rotor transient is 
, , , ,

, ,
c ,

( ( ) ( ))
( 1) ( )

( )
m i n e i n

i n i n
i n

T P t P t
t t

J t
ω ω

ω
⋅ −

+ = +
⋅

          (16) 

It should be noted that the PFR capability of wind farms is 
assessed before the actual PFR process, and the assessment is 
rolling implemented at the minute level. Each rolling 
prediction horizon of MPC is a multi-step dynamical and 
time-coupling process, and hence we can utilize the time 
indicator “ t ” to enumerate control points directly. In order to 
provide stable frequency support, the wind farm/WT droop 
coefficient should be a constant value during the PFR. 
Meanwhile, droop coefficient will influence the dynamic 
process of rotor speed according to (14) and (16). Therefore, 
for each wind farm, the MPC optimization problem should 
assess the boundary of wind farm droop coefficient feasible 
region in the whole PFR process by (17-a) with the constraints 
of rotor speed in (17-h) and physical dynamic evolution in (7), 
(9), (11), (13), (15), (16) and (17-b)-(17-g) in each dynamic 
control step. Hence, the above process is difficult to adopt a 
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classical receding horizon formulation, shown in (17), and the 
feasible region can be denoted by *

,[0, ]f iK , in which *
,f iK  

denotes the optimal assessment results. 

for all {1,2, , }, {1,2, , }in N t m∈ ∈   

, ,

*
, , ,{ } 1

arg max
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f i n
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i f i f i nK n
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s.t. ( )3
, , , , , , , ,
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( )m i n w i n p i n i n i nP Sv C t tt ρ λ β=  (17-b) 

 ,

12.5
( )

,
,

, ,
1160.22( 0.4 ( ) 5)

( )
i n t

i n
i n

p i nC t e
t

σβ
σ

−

−= −  (17-c) 

3
, , , ,

1 1 1
( ) ( ) 0.08 ( ) ( ) 1i n i n i n i nt t t tσ λ β β
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, , , , ,( ) ( ) /i n i n i n w i nt r t vλ ω=  (17-e) 

, , , ,
1

( ) ( ) ( ( ))
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n
P t P t K f f t P∗

=

= = − +∑   (17-f) 

, , , , , ,( ) ( ( ))in
e i n m i n f i nP t P K f f t∗= + −  (17-g) 

min, , , max, ,( )i n i n i ntω ω ω≤ ≤  (17-h) 

, , 0f i nK ≥  (17-i) 
and (7), (9), (11), (13), (15), (16)  

where m  denotes the number of discrete control points in a 
prediction horizon, min, ,i nω  and max, ,i nω  denote the 
minimum and maximum limit speed of the n-th WT in the i-
th wind farm, and *

iU  denotes the optimal , ,f i nK  set  in the i-

th wind farm with largest ,f iK . 
2) Grid Dispatching Side 
The system total droop coefficient increases with the 

assessment results reported from wind farms, and (11) can be 
rewritten as 

, ,
1 1

( 1) ( ) ( )
l h

f,sys f f th f i f,th, j
i j

K s K s K K s K
= =

+ = + = +∑ ∑    (18) 

where ( )s•  denotes the value at iteration step s . 
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 + = +
 + = +


 + = +



U

U

U

           (19) 

By observing the assessment model on the wind farm side, 
it can be proved that the maximum PFR capability of each 
wind farm is further enhanced with an updated system 
coefficient, and hence an alternative iteration method in (19) 
is adopted to search for the optimal coefficient boundary of 
each wind farm. It should be noted that the wind farm 

coefficient assessment in one iteration can be parallel 
executed: 

It is well known that a monotone bounded series of 
numbers must converge. Therefore, if we validate system 
droop coefficients series in the iteration process is monotone 
bounded series, we can validate that the coordinated iteration 
is convergent. 

1) Monotonicity: In the first assessment, system droop 
coefficient is only provided by synchronous generators, and 
the assessment results of wind farms are reported to the 
dispatching center and increase system droop coefficient. The 
augment of system PFR capability will reduce the frequency 
deviation of each step in PFR.  In other words, if using the 
assessed coefficients before iteration under this case, the WT 
rotor speed after PFR can be kept within the boundary. Based 
on (14) and (16), WTs can reduce the distance between rotor 
speed after PFR and constraint boundaries by increasing the 
droop coefficient. In this way, the assessed droop coefficients 
of each wind farm will increase with the augmented system 
droop coefficient. With updated wind farm coefficients, the 
system droop is further increased, and hence the iterative 
results of wind farm are monotone series. 

2) Boundedness: From the perspective of conservation of 
energy, wind farm PFR capability comes from the kinetic 
energy in WT blades which must have an upper limit. In this 
way, system droop must have a supremum when all WT 
kinetic energy is fully exploited. 

To sum up, the system and wind farms’ droop coefficient 
in the coordinated iteration is monotonic bounded series 
which must converge. If , ( )f iK S  and ( )fK S  satisfy 
convergence conditions in (20), the coordinated iteration 
finishes and obtains the optimal feasible region of wind farm 
droop coefficient. 

1

, , 2

( 1) ( )

( 1) ( ) ,  for all {1,2, , }

f f

f i f i

K S K S

K S K S i l

δ

δ

 + − <


+ − < ∈ 
       (20) 

where 1δ  and 2δ  denote the tolerance, and S  denotes the 
step number of convergence. 

To explicitly express, we take the i-th wind farm as a 
representative and exhibit the coordinated iteration process 
between the wind farm and grid dispatching center, as shown 
in Fig. 1. The results of iterative assessment should be unique, 
and the conclusion can be easily proved by using reduction to 
absurdity. 

Nevertheless, the above coordinated algebraic MPC 
assessment model in (19) is a nonconvex optimal problem, 
which is difficult to solve analytically, suffers from low 
efficiency and is unsuitable for online application. Meanwhile, 
the assessment accuracy of the physical-based model is also 
interfered by the inaccurate parameters and model 
completeness. 
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Fig. 1.  Coordinated iteration framework of PFR capability assessment. 
 

III. COORDINATED ASSESSMENT METHOD BASED ON 
STATE SPACE MAPPING AND DATA-DRIVEN LINEAR MPC 
To cope with the challenges of physical-based method, this 

section derives a data-driven state space mapping linear MPC 
model based on the Koopman operator, and assesses the 
optimal feasible region of wind farms based on the 
coordinated iteration. 
A.  Data-Driven State Space Mapping Linear Model 

1) Linear MPC Model Based on State Space Mapping 
Based on the KOT, a nonlinear algebraic equation can be 

mapped onto a global linear form in an infinite-dimensional 
Hilbert state space without loss of accuracy. In practice, it is 
sufficient to augment the state space to an appropriate 
number, instead of infinite dimension, to highly fit the 
nonlinear relationship in the original state space. Owing to 
the global linearization, the historical samples of wind farms 
are unnecessary to cover the limited operation scenarios. Fig. 
2 exhibits the schematic diagram of the KOT-based state 
space mapping. 

 
Fig. 2.  KOT-based state space mapping. 
 

According to the state equations in Section II, it can be 
concluded that the dynamic process of wind farms is mainly 
concerned with WT rotor speed and system frequency. With a 
constant regulation time and pre-set dead zone, the frequency 
response dynamic process under a severe load fluctuation can 
be expressed by f,sysK . Meanwhile, the variation of WT rotor 
speed mainly depends on the WT rotor speed, frequency, and 

control variables , ,f i nK , , ,w i nv  and f,sysK . Therefore, the 
nonlinear dynamic model of a wind farm can be formulated as 

( 1) ( ( ),  )i i it tϕ+ = uω ω                          (21) 

, ,[ ,  ,  ]T
i f i w i f,sysK=u K v                          (22) 

where ( ) iN
i t ∈ Rω  denotes the vector composed of , ( )i n tω , 

whose dimension is iN , 2 1iN
i

+∈u R  denotes the control 
vector composed of ,f iK  and ,w iv , ,

iN
f i ∈K R  and 

,
iN

w i ∈v R  denote the vector composed of , ,f i nK  and , ,w i nv  

respectively, and 3: i iN Nϕ →R R  denotes the nonlinear 
relationship. 

Based on the Koopman operator, the nonlinear relationship 
(21) can be mapped into a linear equation. We first define 

, 2 13: i lift ii N NNφ + +→R R  as the augmented input variable 
function, and 2 1: iN M+ →R Rξ  as the nonlinear augmented-
dimension mapping function with M  dimension: 

        
T

,( ( ), ) [ ( ), ( ( ), , ), ]

                  [ ( ), ]
i i i i w i f,sys i

T
i i

t t t K

t

φ =

=

u v u

z u

ω ω ξ ω[
     (23)   

where ,( ) i liftN
i t ∈z R  denotes the augmented observation state 

of the i-th wind farm at time step t whose dimension is ,i liftN . 
    In order to guarantee the solvability of state space mapping 
model, this paper adopts a partial state space mapping in (23) 
where ξ  is exclusive of ,f iK , and can be expressed by scalar 
function:  

1 ,

,

,

( ( ), , )

( ( ), , )
( ( ), , )

i w i f,sys

i w i f,sys

M i w i f,sys

t K

t K
t K

ξ

ξ

 
 

=  
 
 

v

v
v


ω

ξ ω
ω

            (24) 

where 2 1: iN
Mξ + →R R  denotes the M-th augmented-

dimension mapping scalar function. 
The mapping function has multiple typical forms. Due to 

the remarkable nonlinear fitting capability, ‘polyharmonic’ 
function is adopted in this paper, of which the m-th mapping 
scalar function can be defined as 

2
, , 2

2
, . ,

( ) ( )

( ( ), , ) ( ) log ( )

i m i i m

m i w i f,sys i m i m

r t t

t K r t r tξ

 = −


=

x c

vω
          (25)                          

where 2
2•  denotes the Euclidean norm, , ( )i mr t  denotes the 

m-th Euclidean distance of i-th wind farm at step t, ( )i tx  
denotes the variables which implement partial state space 
mapping at t, expressed as ,[ ( ), , ]T

i w i f,syst Kvω , and 
2 1

,
iN

i m
+∈c R  denotes the m-th base vector of the i-th wind 

farm, whose elements are random within the range of ( )tx . 
With ξ  and φ , there must exist a linear model [23], which 

can be defined as 
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,[ ( 1), ( ( 1), , )] ( ( ), )i i w i f,sys i i it t K tφ+ + =v uω ξ ω ωK     (26) 

where , ,( 2 1)i lift i i liftN N N
i

+ + ×∈ RK  denotes the finite-dimensional 
approximate matrix of the infinite-dimensional Koopman 
operator of i-th wind farm, which can be partitioned as 

[ ]i i i= A   BK =                                    (27) 

where , ,i lift i liftN N
i

×∈A R  denotes the , ,i lift i liftN N×  dimensional 

coefficient matrix corresponding to ( )i tz , , (2 1)i lift iN N
i

× +∈B R  
denotes the , (2 1)i lift iN N× +  dimensional coefficient matrix 
corresponding to ku . 

With (23) and (27), the linear (26) is reformatted as linear 
predictor form: 

( 1) ( )i i it t+ = ⋅ + ⋅z A z B u                            (28) 
2) Offline Training of Linear Coefficients Matrix 
Since each wind farm’s historical samples can be obtained, 

we define a training set as 

,1 , ,1 ,

,1 ,

( ),..., ( ) , ,...,

( 1),..., ( 1)
i i i L i i i L

i i i L

t t

t t

    = =    


 + +  

z z u u

= z z

zX U

Y
           (29) 

where iX z denotes the input variable sample set of the i-th 
wind farm, iU  denotes the control variable sample set of the i-
th wind farm, iY  denotes the output variable sample set of the 
i-th wind farm, and L  denotes the number of samples. 

In addition, the influence of sample noise on the state space 
mapping method is discussed in the author’s previous research 
[27]. It should be noted that the training data set is 
unnecessary to come from continuous time series, and only 
needs to satisfy that each training sample can reflect the 
relationship between control parameters and rotor speed 
variation. Based on the training set, the matrix iA  and iB  is 
fitted by solving a least-square problem: 

2
2min

i i
i i i i i− ⋅ − ⋅

A ,B
A BY X U                       (30) 

The analytical solution to (30) is 
†[ , ]i i i i=A B G M                               (31) 

where †[ ]•  denotes the Moore-Penrose inverse, and iG , iM = 
are defined as 

,
T T

i i i
i i i

i i i

     
= =     

     
G

X X X
Y M =

U U U
                  (32) 

B.  Coordinated Data-Driven Assessment Model 
Based on the derivation, the physical dynamic process is 

transformed into a data-driven linear form, and is shown in 
(33-b). The objective function in (17-a) can be rewritten in 
(33-a). The initial state of each wind farm augmented 
observation state is obtained by measurement, as shown in 
(33-c). The security constraints of WT rotor speed in (17-h) 
and nonnegative constraint in (17-i) can be rewritten as (33-e) 
and (33-d). 
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,(0) (0), ( (0), , ) T
i i i w i f,sysK =  z vω ξ ω [                (33-c) 

 ,f i ≥K 0                                  (33-d) 

min, max,( )i i it≤ ≤ω ω ω                            (33-e) 

where 1•  denotes the L1-norm, and iN∈0 R  denotes the 

zero vector whose dimension is iN , max,
iN

i ∈ Rω  and 

min,
iN

i ∈ Rω  denote the vectors composed of min, ,i nω  and 

max, ,i nω , respectively, and (33-c) is the initial status condition 
of the linear model. 

With (18) and (33), the iteration process in (19) can be 
rewritten as 
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         (34) 

To sum up, the data-driven state space mapping MPC 
assessment model of wind farm in (33), system coefficient 
update in (18), iteration process in (34), and convergence 
conditions (20) construct the completely coordinated data-
driven assessment model, which is a convex optimization 
problem with inherent solvability. 
C.  Comprehensive Assessment Process of Wind Farm 

Complete data-driven assessment process based on state 
space mapping and KOT can be divided into two stages: 
offline training and online assessment, as shown in Fig. 3. 

The offline training process can be summarized as follows: 
1) Obtain historical samples ( )i tω , ( 1)i t +ω , ,f iK , f, sysK , 

,w iv . 2) Determine the value of mc  and generate training sets 

iX , iY , iU  of each wind farm, respectively. 3) Estimate the 
linear matrix iA  and iB  by (31) and construct state space 
mapping MPC model of each wind farm, respectively.  

The online assessment process can be summarized as 
follows: 1) Input real-time wind speed measurement or 
predicted value, and initial WT rotor speed to (28). 2) Set 

0s = , , ( )f i s =K 0 . 3) With , ( )f i sK , grid dispatching center 
calculates ( 1)f, sysK s +  by (18), and issues to all wind farms. 
4) With the state space mapping MPC model, each wind farm 
assesses , ( 1)f i s +K  individually, and reports it to grid 
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dispatching center. 5) If , ( )f i sK  and ( )f, sysK s  convergence, 
record , ( )f i sK  as the optimal coefficients boundary of wind 
farms, or repeat steps 3-4. 

 Get          ,              ,                 

           ,      historical samples 

 Training data is 
sufficient?

Select        and generate set   
,     ,

Offline training start

Training period ends or the 
structure parameters change?
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No

No
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 Calculate                     by 
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Fig. 3. Flow chart of assessment process based on state space mapping MPC. 
 

IV. CASE STUDY 
In this section, case studies are carried out to validate the 

performance of the proposed assessment approach. A 
physical-based timing simulation model of the wind farm is 
also constructed and considered as a benchmark. In the test 
system, it contains three wind farms, of which installed 
capacities are 48 MW, 64MW and 80MW, composed of 12 
WTs, 16WTs and 20 WTs, respectively. Each WT capacity is 
4MW, and each anemometer in wind farms corresponds to 4 
WTs. A severe system power mismatch is assumed to occur 
at the beginning of the PFR process. With a range from 7 to 
11 m/s, 16 wind speed scenarios are used to carry out the test. 
It should be emphasized that the historical samples exclude 
the test scenarios. Complete simulation parameters of the 
physical-based timing simulation system, and data-driven 
training, are provided in [28], and 16 test wind speed 
scenarios is shown in Fig. 4-6: 
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Fig. 4. Wind speed test scenarios of wind farm 1 
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Fig. 5. Wind speed test scenarios of wind farm 2. 
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Fig. 6. Wind speed test scenarios of wind farm 3. 

A.  Optimal Coefficients Assessment 
The assessment results ,f iK  of the proposed state space 

mapping MPC method with coordinated iteration is shown in 
Fig. 7 to Fig. 9. The assessed optimal coefficients of the 
coordinated iteration assessment model based on timing 
simulation with an accurate physical model are considered as 
the truth value. For comparison, the state space mapping 
MPC method with non-iteration, and timing simulation based 
on an inaccurate physical model, i.e., +6% derivation of blade 
radius and +6% derivation of rotational inertia is also carried 
out. The results shown in Fig. 7 to Fig. 9 suggest that PFR 
capability is intensely influenced by wind speed and WT 
status. In frequency-dropping scenarios, ,f iK  exhibits an 
uptrend with wind speed increasing, since higher wind speed 
implies wider downward regulation range of WTs. On the 
contrary, in frequency-rising scenarios, ,f iK  exhibit a 
downtrend with wind speed increasing, since the downward 
regulation implies the range is narrow.  

Fig. 7 to Fig. 9 validate that once parameters are inaccurate, 
physical model methods definitely deviate from the real 
frequency regulation capability. Meanwhile, without 
performing coordinated iteration, the frequency regulation 
capability is inevitably less than the optimal result. The 
comparison demonstrates that the proposed method has the 
advantage of highly accurate assessment without relying on 
physical model parameters and the coordinated iteration can 
fully exploit and improve the wind farm PFR capability in 
PFR process. 
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Fig. 7. Optimal droop coefficients assessment results of wind farm 1. 
 

Frequency rising

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

30

95

160

225

290

355

420

Frequency dropping

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Wind scenarios

60

120

180

240

300

360

 D
ro

op
 c

oe
ff

ic
ie

nt
s(

M
W

/H
z)

Accurate physical model

Inaccurate physical model

State space mapping MPC/Non-iteration

State space mapping MPC/Iteration

 
Fig. 8. Optimal droop coefficients assessment results of wind farm 2. 
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Fig. 9. Optimal droop coefficients assessment results of wind farm 3. 
 

B.  Analysis of Control Performance 
Furthermore, this part uses assessment results as control 

parameters to carry out timing simulation, and observes the 
final rotor speed of WT after PFR in test scenarios. Maximum 
relative error (MRE) and root mean square error (RMSE) are 
used to analyze the deviation degree of WT rotor speed to 
their boundaries. To explicitly express, MRE1/RMSE1 in Fig. 

10-11 represents the MRE or RMSE index of wind farm 1. 
As shown in Fig. 7 and Fig. 8, it can be concluded that the 
WT operation status under the proposed method is much 
closer to the boundary compared to the non-iteration state 
space mapping MPC and inaccurate physical model method. 
The comparison verifies that the control performance of the 
proposed method is independent of the parameters, and the 
PFR capability of WT is sufficiently exploited with 
coordinated iteration.  
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Fig. 10. Control accuracy of WT with assessment results in frequency 
dropping scenarios. 
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Fig. 11. Control accuracy of WT with assessment results in frequency rising 
scenarios.  
 

C.  Analysis of Data Quality Influence 
TABLE Ⅰ 

 INFLUENCE OF DATA QUALITY IN FREQUENCY RISING 

Index Index Training set 1 
(p.u.) 

Training set 2 
(p.u.) 

Training set 3 
(p.u.) 

Wind 
farm 1 

MRE 7.18E-02 6.73E-02 6.70E-02 
RMSE 3.77E-02 3.85E-02 3.22E-02 

Wind 
farm 2 

MRE 7.77E-02 6.84E-02 6.27E-02 
RMSE 3.91E-02 3.68E-02 2.76E-02 

Wind 
farm 3 

MRE 8.11E-02 7.14E-02 6.66E-02 
RMSE 4.20E-02 3.83E-02 2.75E-02 

 
TABLE Ⅱ 

 INFLUENCE OF DATA QUALITY IN FREQUENCY DROPPING 

Index Index Training set 1 
(p.u.) 

Training set 2 
(p.u.) 

Training set 3 
(p.u.) 

Wind 
farm 1 

MRE 5.96E-02 6.07E-02 6.42E-02 
RMSE 3.19E-02 3.32E-02 3.47E-02 

Wind 
farm 2 

MRE 6.24E-02 6.49E-02 7.08E-02 
RMSE 2.99E-02 3.09E-02 3.37E-02 

Wind 
farm 3 

MRE 6.82E-02 6.91E-02 7.51E-02 
RMSE 3.18E-02 3.48E-02 3.98E-02 

 
In addition, we further discuss the influence of the range of 

training set. Three training sets with different WT rotor speed 
ranges are discussed: training set 1 with a rotor speed range 
of [0.7,1.3] p.u., training set 2 with a rotor speed range of 
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[0.73,1.27] p.u., and training set 3 with a rotor speed range of 
[0.76,1.24] p.u.. 

As shown in Table Ⅰ and Table Ⅱ, with a wider rotor speed 
range of the training set, the MRE and RMSE of assessment 
results between the proposed method and timing simulation 
are smaller, both in frequency rising and dropping scenarios. 
Nevertheless, it can be concluded that, since the global 
linearity of the state space, training set 2 also can keep the 
MRE within 7.14E-02 p.u. in most scenarios. It demonstrates 
that rotor speed approaching to boundary is unnecessary to be 
covered in training set, since the proposed method can has the 
advantage of global linear characteristic. 
D.  Analysis of Coordinated Iteration 

TABLE  Ⅲ 
 NUMBER OF ITERATIONS IN ALL TEST SCENARIOS 

Index State space mapping 
MPC Timing simulation 

Frequency rising 6 8 
Frequency dropping 6 6 
 

TABLE  Ⅳ 
AVERAGE ASSESSMENT TIME OF PROPOSED METHOD 

Index Wind farm 1 Wind farm 2 Wind farm 3 

Offline 
training(s) 10.352 12.04 14.192 

Online 
assessment(s) 7.456 8.896 10.184 

 

    
Fig. 12. Coefficients feasible region variation of wind farms with coordinated 
iteration.  
 

We further discuss the effect of coordinated iteration 
process. As shown in Table Ⅲ, it can be concluded that the 
proposed coordinated iteration method exhibits satisfactory 
convergence performance in all wind speed conditions. 
Meanwhile, the average time of assessment process is an 
important index to evaluate the method. The average online 
assessment time of the proposed coordinated iteration is 
shown in Table Ⅳ, which is less than 10.2 s. The results 
suggest that the proposed method has the merit of fast 
analytical solving, and guarantees real-time application since 
the rolling assessment is usually implemented at minutes 
level. Moreover, as shown in Table Ⅳ, the offline training 
can be finished with no need for long training time. 

The feasible region variation of wind farm coefficients 
with coordinated iteration is shown in Fig. 12. We choose 
wind speed scenario 1 for test, and Fig. 12 also shows 
coefficient feasible region under state space mapping MPC 

without coordinated iteration. Compared to non-iteration 
results, it can be concluded that the coefficient boundary is 
significantly extended by coordinated iteration. 

 
Fig. 13. Total wind farm droop coefficient assessment results in frequency 
rising scenarios. 
 

 
Fig. 14. Total wind farm droop coefficient assessment results in frequency 
dropping scenarios. 
 

In addition, the variation of fK  with coordinated iteration 
is shown in Fig. 12 and Fig. 14. For comparison, state space 
mapping MPC without iteration, with twice iteration and 
converged iteration are carried out to assess the optimal 
coefficients of wind farms, respectively. Fig. 13 and Fig. 14 
illustrate that fK  is also significantly increased with the 
iteration, and the assessment results with twice iteration are 
closer to the converged results. In order to reduce 
communication time, the proposed method can only 
implement twice iteration for real application. Furthermore, 
the average relative increase rate (ARIR) is used to analyze 
the degree of improvement of fK  and ,f iK  by coordinated 
iteration in all test scenarios. As shown in Table Ⅴ, both fK  
and ,f iK  increase more than 10% by coordinated iteration in 
frequency rising and dropping scenarios. The results in Fig. 
12 to Fig. 14 and Table Ⅴ further demonstrate that the 
proposed coordinated iteration process has the significant 
advantage of remarkably exploiting and improving PFR 
capability for the power system and each wind farm. 

TABLE Ⅴ 
COEFFICIENTS ARIR OF WIND FARMS  

 fK  ,1fK  ,2fK  ,3fK  

ARIR in frequency 
dropping scenarios 14.18% 16.80% 16.13% 15.23% 

ARIR in frequency 
rising scenarios 11.69% 14.10% 13.80% 14.52% 
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E.  Analysis of PFR Dynamic Process 

Fig. 15. PFR process with the optimal coefficients in frequency dropping 
scenarios. 
 

 
Fig. 16. PFR process with the optimal coefficients in frequency rising 
scenarios. 

 
Furthermore, to validate the assessment performance, we 

use the optimal coefficients as control parameters and analyze 
the PFR dynamic process. For comparison, the results under 
the inaccurate physical model and non-iteration state space 
mapping MPC are also given. Wind speed scenario 3 is used 
to test the PFR dynamic process. 

As shown in Fig. 15 and Fig. 16, under the proposed 
method, the WT rotor speed is closer to the boundary, and 
power output of wind farm in the overall PFR process is 
effectively improved. By contrast, using the coefficients 

obtained from inaccurate parameters or non-iteration state 
space mapping MPC, the rotor speed and power output 
exceed the corresponding limits, or insufficiently use the 
regulation capability in the PFR process. In addition, this 
research focuses on the PFR and the speed recovery period is 
not included. Therefore, a truncation time is considered in 
Fig. 15 and Fig. 16, which fully utilized the WT kinetic 
energy and rotor speed reach boundary after PFR. The results 
verify that the proposed method can adequately exploit the 
WTs’ PFR capability, prevent rotor speed and power output 
from exceeding security boundaries, and ensure the safety of 
wind farm PFR. 

V.  CONCLUSION 
In this paper, a data-driven state space mapping MPC 

method considering coordinated iteration between grid 
dispatching center and multiple wind farms is proposed to 
assess the maximum PFR capability of each wind farm. 
Based on the KOT, the original physical-based dynamic 
model of wind farm PFR is mapped onto a global linear 
pattern in augmented state space by only using historical 
samples in offline training. Based on the state space mapping 
linear MPC, this paper constructs a convex optimization 
model to precisely assess the feasible region boundary of 
wind farm PFR capability. Furthermore, with the coordinated 
iteration framework, the PFR capability of wind farms is 
significantly improved and obtains the optimal coefficient 
feasible region boundary. 

The simulation results verify that the proposed method has 
remarkable advantages over the physical-based method and 
non-iteration method. In particular, the proposed method is 
independent of model completeness and parameter accuracy, 
decreases the demand for training samples, achieves fast 
analytical solution in real-time, and significantly enhances the 
PFR capability of wind farms and power system. 
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