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Abstract—Modular Multilevel Converters (MMC) have found
extensive application in connecting Renewable Energy Sources
to the power grid. Recently, MMCs operated in the Grid
Forming (GFM) mode have garnered significant interest due to
their superior performance in weak AC networks. The Virtual
Synchronous Generator (VSG) is a GFM technology designed
to emulate the behavior of a real synchronous generator (SG).
There is flexibility in selecting the VSGs parameters as they are
not constrained by the physical attributes of an actual SG. This
paper proposes employing the Genetic Algorithm (GA) to select
these parameters, underscoring its simplicity and effectiveness
in meeting diverse constraints and objectives. Small Signal (SS)
models are constructed at potential operational points, with
GA leveraging the SS model’s eigenvalues to select parameter
values that enhance dynamic performance, ensuring resilience
across a wide range of operating conditions. The effectiveness of
these designed parameters is validated through Electromagnetic
Transients (EMT) simulations.

Index Terms—Electromagnetic Transients (EMT) Simulation,
Grid-forming (GFM) Converter, Genetic Algorithm (GA),
Modular Multilevel Converter (MMC), Virtual Synchronous
Generator (VSG).

I. INTRODUCTION

With increasing concern in climate change and energy
shortages, there is a rising trend of incorporating renewable
energy sources (RES) into the power grid. Generally, these
resources have poor power quality and the generated voltage
is usually not at the 50 Hz or 60 Hz grid frequency. Hence,
Voltage Source Converters (VSCs) have become the dominant
means of connecting these resources to the grid [1]. They
condition the RES output to grid quality. Typically, the VSC
control mode can be classified as grid-following (GFL) and
grid-forming (GFM). The GFL mode requires a phase-locked
loop (PLL) to track the phase of the system voltages and
generate the on/off firing signals for the VSCs switches.
However, the tracking capability becomes compromised when
there is a high penetration of RES in the network [2].
Alternatively, the GFM converter generates its own output
voltage whose magnitude and phase are adjusted to meet the
desired active and reactive powers. It does not require an
external phase synchronization element such as the PLL.

The virtual synchronous generator (VSG) is one
possible GFM strategy, in which the converter mimics
the characteristics of a synchronous generator (SG). In
most earlier work on the conventional VSG, only the

electro-mechanical swing equation is used to generate the
magnitude and phase of the VSGs output [3]. This model
does not include the full electrical representation of a real SG,
but is easy to implement and correctly reproduces the low
frequency electro-mechanical behaviour. It can be improved
by incorporating additional blocks such as an extra damping
loop [4], virtual impedance controller [5] [6] and so on. One
problem with a conventional VSG is that its power-electronic
switches cannot handle the fault currents of a real SG,
and so a current limiting control feature has to be added.
This current limiter uses a decoupled current controller and
limits the current references in order to avoid overcurrent.
It generates a voltage order for the VSC by passing the
error between current orders and actual currents through
Proportional-Integral (PI) controllers. However, [7] shows
that the VSG can become unstable due to the additional
delays introduced by these PI controllers, when connected to
a strong ac system.

Recently, a new VSG control method has been proposed
for the Modular Multilevel Converters (MMC), where it
can be operated as a stiff current source [8]. This removes
the requirement for having a PI controller in the current
limiter because the current order itself can be limited. It also
allows the representation of a more accurate model of the
synchronous generator. Research has shown that the losses
of the current-controlled VSG are similar to that a voltage
controlled VSG [9]. Moreover, [10] indicates that this current
source interfaced VSG can provide stable operation in both
very weak and very strong ac systems. The proposed VSG has
several user-settable parameters, e.g., inertia constant, damping
constant, different (virtual) stator, field and damper winding
inductances and resistances in the d and q axes, etc. These can
be freely chosen, as there is no requirement they must fall in
typical parameter range of a real machine. However, the wide
choice also makes it difficult to find an optimum parameter set.
An option used earlier started with using datasheet parameters
of an actual SG, and then manually adjusting these by trial and
error to improve the response. However, this approach does
not explore a very wide range of parameters and is also time
consuming.

In contrast, this paper exploits a non-linear optimization
approach to determine multiple parameter values that result
in a good dynamic response. The parameters are selected
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using a Genetic Algorithm (GA) with the objective function
ensuring that the damping ratio of the most dominant mode is
essentially 1/

√
2 [11]. This results in the system attaining the

desired operating condition with reasonable speed and without
excessive oscillations and large overshoots.

From a broad perspective, optimization techniques found
in literature can be classified into classical and heuristic
techniques. Classical optimization uses derivatives of various
orders or equivalent methods to determine the direction of
steepest descent for the objective function (OF). The next trial
point in the decision variable space is then selected along
this direction with a view to minimizing the OF. This implies
that the problem must be formulated in a manner where the
OF depends on the decision variable derivatives. However, in
many real problems, it is not possible to meet this condition.
Sometimes, the function is not differentiable or continuous;
and often deriving a mathematical formulation may be too
complex or the model may be provided as a "black" or "grey"
box by a third party. In such cases, numerical simulation has
to be used to obtain the OF values. Also, the search space
may be extremely large as with combinatorial problems. In
such cases, heuristic techniques come in handy [12].

The most popular heuristics techniques nowadays are
inspired by nature [13] and include evolutionary algorithms
such as Genetic Algorithms (GAs) which have been used to
optimize a wide variety of problems in several fields. They
typically use the concepts of genetics, evolution, and natural
selection [14]. GAs are very popular because they are simple
to code, and have demonstrated ability to solve complex and
multi-modal problems in reasonable times, while performing
a local and global search in a very large decision space.

The optimization problem presented in this paper involves
a complex non-linear mathematical model. Therefore, GAs
are a suitable option as the optimization algorithm. In this
sense, GAs are selected in this paper, considering that they
are simple, effective and highly customizable, allowing for
the incorporation of different constraints and objectives [15].
However, any other optimization algorithm capable of solving
non-linear with many variables could have been selected.
Some possible options include Particle Swarm Optimization
(PSO), Differential Evolution (DE), Ant Colony, etc. Classical
optimization methods can often locate only a local optimum.
GAs on the otherwise are known to converge to the global
optimum if there is no restriction on the number of iterations,
which is never the case. Nevertheless, GA still give a high
quality optimized result [16].

The aim of the optimization is to carefully select the
parameters of a VSG to attain a well-damped behavior.
It would be possible to derive the objective function by
conducting Electromagnetic Transients (EMT) simulation [17],
but that would be extremely time consuming. As an alternative,
a small signal (SS) model is constructed, and the objective
function is derived by inspecting its eigenvalues [18]. GA
optimization is performed directly on the eigenvalues to select
the optimal parameters. Finally EMT simulation is used to
validate the optimized results.

II. CURRENT SOURCE INTERFACED VIRTUAL
SYNCHRONOUS GENERATOR AND ITS SMALL SIGNAL

MODEL

This section introduces the current source interfaced VSG
and its small signal model.

A. Overall VSG Structure

The structure of the current source interfaced VSG is
shown in Fig. 1. The overall VSG model has the following
sub-parts: i) Mechanical Equations, ii) Electrical Equations
and iii) Excitation System. The mechanical and electrical
parts exchange torque (Tm, Te) as well as speed (ω)
information and finally generate the phase current references
iabcref = [iaref , i

b
ref , i

c
ref ]. A current magnitude limiting block is

incorporated to limit these references to a safe value so as not
to damage the semiconductor switches of the VSG converter.
The mechanical model includes the swing equation of the
machine [18] and outputs the virtual rotor angle θ (analog
of the actual rotor angle in a SG). The generated angle θ
is used in dq/abc transformation (Parks transformation) for
converting to/from phase and dq-axis quantities. Additionally,
the excitation system operates on the voltage difference (error)
between the terminal voltage V and its reference Vref , and
outputs the field voltage Efd with a view to minimizing this
error.

Fig. 1. Overall controller structure.

B. Mechanical System and Electrical Equations

The VSGs parameters are summarized in Table I.

TABLE I
PARAMETERS OF THE VSG

Parameter Explanation
H Inertia constant
Dw Damping constant
Ra Virtual stator resistance
R1d Virtual damper resistance in d-axis
Rfd Virtual field winding resistance
R1q Virtual damper resistance in q-axis
La Virtual leakage inductance
Lmd Virtual mutual inductance in d-axis
Lfd Virtual field winding inductance
L1d Virtual damper inductance in d-axis
Lmq Virtual mutual inductance in q-axis
L1q Virtual damper inductance in q-axis
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1) Mechanical Equations: The mechanical model uses the
core swing equation of the SG as shown in (1) [18]. It
computes and outputs the VSGs virtual angular speed ω
and virtual rotor angle θ based on the mechanical (Tm) and
electromagnetic (Te) torques. Also, Pref is the active power
reference and ω0 is the nominal angular frequency of the grid.

2H dω
dt = Tm − Te −Dwω

dθ
dt = ω

Tm =
Pref

ω +Dwω0

(1)

2) Electrical Equations: The d- and q-axis equivalent
circuits of the VSG are given in Fig. 2 and have exactly the
same form as those of a real SG [18]. The d and q components
of terminal voltage are vd, vq . The d-axis has a field winding
and one damper winding; and the q-axis has one damper
winding. The currents id, ifd, i1d, are the d-axis stator, field
and damper winding currents, and iq , i1q are the q-axis stator
and damper currents. The corresponding flux linkages are ψfd,
ψ1d, etc. For brevity, p represents the time derivative operator
e.g., pψd = dψd/dt.
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Fig. 2. Electrical equivalent circuits of the VSG.

From Fig. 2, the equations for the VSG can be stated as
in (2)-(11). Using these equations, the flux linkages can be
calculated by a suitable numerical integration method (e.g.,
RK-2 method, trapezoidal rule, etc.), and then the currents are
determined using (2)-(6). In this paper, a current controlled
MMC would be used to inject these currents into the network,
but is not discussed further, because it is not germane to
the development of the small signal equations used in the
optimization process. It is however, included in the full EMT
simulation used for validation.

ψd = (La + Lmd)id + Lmdi1d + Lmdifd (2)

ψ1d = Lmdid + (L1d + Lmd)i1d + Lmdifd (3)

ψfd = Lmdid + Lmdi1d + (Lfd + Lmd)ifd (4)

ψq = (La + Lmq)iq + Lmqi1q (5)

ψ1q = Lmqiq + (Lmq + L1q)i1q (6)

dψd

dt
= vd − idRa − ωψq (7)

dψ1d

dt
= −R1di1d (8)

dψfd

dt
= Efd −Rfdifd (9)

dψq

dt
= vq + ωψd −Raiq (10)

dψ1q

dt
= −R1qi1q (11)

Also, the electrical torque Te required in (1) is calculated
as in (12).

Te = ψdiq − ψqid (12)

C. Small Signal Model of Proposed VSG

Equations (1)-(12) and also the excitation system equations
shown in Fig. 1 are linearized at a steady state operating point,
from which the small signal (SS) model given by (13) is
developed. Its eigenvalues define the stability and dynamic
behaviour. The exact form and derivation of the matrices A
and B are described in detail in [10], which is not shown here
due to page limitations.

d∆x

dt
= A∆x + B∆u (13)

In (13), the ∆u are the inputs to the model and ∆x are
the state variables as defined in (14) and (15).

∆x = (∆ψd,∆ψ1d,∆ψfd,∆ψq,∆ψ1q, ...

...∆ω,∆δ,∆Efd,∆XE1,∆XE2)
T (14)

∆u = (∆Pref ,∆Vref )
T (15)

D. Eigenvalue Analysis

According to the Lyapunov’s first method, the small signal
stability of a non-linear system can be determined from the
eigenvalues of its linearized SS model matrix A [19]. The
general format of the kth eigenvalue is expressed in (16).

λk = σk + jωk (16)

If all the eigenvalues are in the left-hand plane, i.e., σ < 0,
the system is stable. The damping ratio ξk which is used to
describe the velocity of attenuation can be calculated as given
in (17). With a larger damping ratio, the system has a better
performance with a shorter settling time. Therefore, ξk is used
to quantify the response quality in the optimization process,
which attempts to make ξk move closer the optimal value of
0.707 [11]. Additionally, the oscillation frequency is calculated
as fnk = ωk/2π.

ξk =
−σk√
σ2
k + ω2

k

(17)

III. OPTIMIZATION METHOD: GENETIC ALGORITHM

A. Optimization Process

The optimization procedure requires the definition of a
fitness function to be maximized. The GA method works
with a population Po = {S⃗1, S⃗2, ..., S⃗N}, comprised of
N individual sets referred to as "solutions". Each solution
is a vector composed of the real decision variables that
influences the damping ratio in the SS model, i.e., S⃗n =
[H,D,Ra, Rfd, Rkd, R1q, La, Lmd, Lfd, Lkd, Lmq, L1q].

Let Po1 be the initial population at generation 1. Starting
with this, subsequent generations of populations Pog , with
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g = 1, 2, · · · , G, are evolved during G generations with the
aim of improving the fitness of the solutions, using an analogy
with a biological evolutionary process. At each generation, the
GA creates an "offspring" population Qog by operating on the
individuals in Pog , using the arithmetic crossover presented
in Algorithm 1 below. Then, random mutations are applied to
the individuals in Qog by following Algorithm 2.

Algorithm 1 Arithmetic crossover
1: Qog ← empty
2: while size(Qog) < N do
3: From Pog select two random progenitors p⃗1d and p⃗2d
4: α0 ← random number ∈ [0,1]
5: if α0 ≤ crossover probability then
6: for d = 1, d ≤ size(p⃗1d), d++ do
7: α← random number ∈ [0,1]
8: q1d ← αp1d + (1− α)p2d
9: q2d ← αp2d + (1− α)p1d

10: Add p⃗1 to Qog

11: if size(Qog) < N then
12: add p⃗2 to Qog

Algorithm 2 Mutation
1: let q⃗ be the vector of decision variables of a particular

offspring.
2: let N (0, 1) be a gaussian distribution with mean 0

standard deviation of 1,
3: for d = 1, d ≤ size(q⃗), d++ do
4: α← random number ∈ [0,1]
5: if α ≤ mutation probability then
6: qd ← qd + 0.1N (0, 1)

After that, the offspring and parent populations are
combined (Pog ← Pog ∪ Qog ) into a single population
with 2N individuals. At the end of each generation, using
the "modified tournament" in Algorithm 3, N individuals are
eliminated to create the population of the next generation
(Pog+1 ), which once again has N individuals.

Algorithm 3 Modified Tournament

1: for each individual S⃗n in Pog do
2: S⃗nscore

= 0
3: Pt ← 0.2N random individuals form Pog

4: for each individual S⃗n2
in Pt do

5: if fitness(S⃗n2
) < fitness(S⃗n) then

6: S⃗nscore = S⃗nscore + 1

7: Pog ← N individuals with highest S⃗nscore

This simplified explanation was given to show the basic
process. In the actual implementation, at the beginning of
each generation, the original population Pog is augmented
with N/10 randomly generated individuals to increase the

population diversity, helping to explore the solution space in
a better way.

B. Fitness Function and Constraint Handling

The fitness function given in (18) ensures that the
damping ratio of the dominant eigenvalue ξdom is made
as close as possible to the optimal value of ξopt =
1/
√
2; subject to all decision variables being positive (i.e.,

{H,D,Ra, Rfd, Rkd, R1q, La, Lmd, Lfd, Lkd, Lmq, L1q} >
0); and all eigenvalue being stable (σk < 0). The above
objectives are coded into the fitness function (18), which
includes the penalty function to ensure the constraints. The
first part in (18) helps to maximize the smallest damping ratio
for any of the K eigenvalues (λk = σk + jωk), while the
second part uses a penalty function P (20) to penalize the
solutions that do not meet the constraints defined. This helps
to create promissory solutions from those that do not satisfy
the constraints.

fitness(S⃗n) = ξdom + P (18)

where:

ξdom = min

(
−σk√
σ2
k + ω2

k

)
(19)

with:

P = −|ξdom − ξopt|
ξopt

, if ξdom > ξopt

−
K∑

k=1

|σk|, if σk < 0

−
size(S⃗n)∑

d=1

100|S⃗n,d|, if S⃗n,d < 0 (20)

IV. EXAMPLE SYSTEM

The example system consists of an MMC with 200
submodules (SMs) per arm as shown in Fig. 3 and operated
as a current source interfaced VSG [9]. It is connected to an
ac network with a short circuit ratio (SCR) of 4.5. The main
system parameters are in Table II.

From Fig. 3, the outputs of the VSG are the current
references iabcref . Then iabcref is transferred to the hysteresis
current controller to generates the required voltage references
vabcref so that the MMC currents iabc are essentially equal to
iabcref . A novel hysteresis current controller using acceleration
current slope is used in this case to control the MMC as a
high-bandwidth and high-precision current source to generate
any desired current waveforms [9]. This method generates
the instantaneous three phase voltage references vabcref for
the MMC, which makes use of the multiple voltage steps
available with the MMC and accelerates or decelerates the
rate of change of current depending on whether it deviates
significantly from the target current. Therefore, the output
current is confined to a narrow envelope around its reference.
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Fig. 3. Overall system layout and control diagram.

TABLE II
MAIN PARAMETERS

Parameter Value
Number of submodules per arm 200

Dc side voltage ±150kV
MMC rated power 270MW

Ac system frequency 60Hz
Ac system voltage (l − l, RMS) 180kV

Ac system short circuit ratio (SCR) 4.5
Half of the hysteresis band ’hy’ 0.01pu

Once the voltages vabcref are determined by the hysteresis
controller, the standard controllers for MMC operation
are applied [20]; which include: i) a circulating current
suppression controller (CCSC) which is used to cancel
circulating current harmonics in the MMCs arms, ii) a
capacitor voltage balancing controller for properly adjusting
the SMs voltages and iii) a nearest level control (NLC)
algorithm for calculating the required number of active
submodules in each arm (NMMC ). In the end, the firing block
generates the necessary firing pulses to turn the appropriate
submodules on or off.

V. VALIDATION OF THE OPTIMIZATION USING
ELECTROMAGNETIC TRANSIENTS SIMULATION

This section presents two optimization scenarios that have
been illustrated and confirmed through EMT simulation.
Initially, the optimization focuses on enhancing the damping
performance of the VSG by fine-tuning its parameters based
on the SS model. It is important to note that this optimization
is conducted for a specific operating condition, prompting the
need to explore its robustness and evaluate the suitability of the
tuned parameters for other operating conditions. Consequently,
the subsequent case study demonstrates a robust optimization
approach that remains valid across the anticipated operating
range. This is achieved by adapting the objective function to
account for multiple operating points within the MMC.

A. Optimization for the VSG with Unity Output Power

The optimal parameters of the VSG to solve (18) are
obtained using the GA presented in Sec. III, for the VSG
operating at the rated power of Pt = 1.0 pu. The
hyper-parameters (i.e., parameters of the algorithm as opposed
to the parameters being optimized) of the GA were as follows:
population size N = 300 solutions and maximum number of
generations G = 500. These hyper-parameters were selected
with a modicum of trial and error.

Table III shows the optimal parameters of the VSG after
optimization, as well as their percentage variations from the
original values (which were chosen as the typical values for
a real SG). The optimization results show that although most
values change appreciably, the most dramatic change occurs
for the virtual resistance, ranging from 226 % to 5023 %. This
outcome is in line with expectations, considering that the larger
resistance should provide better damping. Note that in a real
machine, many of the optimized values would be impractical
to achieve, but that is not the case for the virtual machine.

TABLE III
OPTIMIZED PARAMETERS OF VSG FOR Pt = 1.0 pu

Parameter Original Value Optimized Value Percentage Difference
H 3.42 s 3.0597 s −10.54 %
Dw 5.0 5.2988 5.98 %
Ra 0.0043 pu 0.04439 s 932.33 %
R1d 0.01823 pu 0.05944 pu 226.06 %
Rfd 0.0008947 pu 0.00693 pu 672.53 %
R1q 0.0104 pu 0.53288 pu 5023.80 %
La 0.015 pu 0.01545 pu 3.00 %
Lmd 2.0 pu 2.70179 pu 35.09 %
Lfd 0.119 pu 0.02788 pu −76.57 %
L1d 0.1097 pu 0.07640 pu −30.36 %
Lmq 1.44 pu 1.99778 pu 38.73 %
L1q 0.395 pu 0.05247 pu −86.72 %

Fig. 4 (a) shows the step responses with ∆Pref = −0.1 pu
of the SS model as well as the EMT simulation with
original parameters and Fig. 4 (b) with optimized parameter.
Firstly, the EMT and small signal models completely overlap,
confirming the accuracy of the small signal model. Secondly,
the optimized transient response in (b) is significantly better
than the original response in (a) and the damping ratio of
the dominant mode increases almost seven-fold from 0.109
to close to 1/

√
2. Also, the optimized settling time of ts =

0.657 s is much shorter than the settling time of ts = 1.699 s
with the original parameters. Note that although the small
signal model was used in order to speed up the calculation
of the fitness function, the full EMT simulations confirm that
the results obtained are quite accurate.

As mentioned in section I, other non-liner optimization
algorithms capable of dealing with many decision variables
could have been used to solve the problem. Table IV shows the
result of the optimization when also solving the same problem
with PSO and DE. As can be seen, they all find answers with
damping factor essentially equal to the desired value of 0.707.
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TABLE IV
BEST FITNESS OBTAINED WITH DIFFERENT OPTIMIZATION ALGORITHMS.

GA PSO DE
Best fitness 0.7070 0.7069 0.7070

Fig. 4. Virtual rotor speed ω under active power step change with (a) original
parameters (b) optimized parameters.

From the above results, it is clear that the VSG’s parameters
are not restricted to the physical parameter ranges of an
actual synchronous generator, and can be chosen freely to
give a markedly improved performance. However, the above
optimization was carried out for a specific operating point, so
the question arises whether the parameters can be selected so
that the performance is acceptable over the entire range of
power loadings.

Selecting parameters that optimize the performance for
Pt = 1.0 pu gives an excellent damped result (with ξ = 0.707)
for that operating point. However, as is evident from Fig. 5,
the same parameters give a less than desired result for another
operating point, e.g., Pt = 0.1 pu, in which case the damping
drops to ξ = 0.139. To address this issue, the following
section presents a robust optimization approach that gives good
performance over the entire range.

Fig. 5. Virtual rotor speed ω with optimized parameters under avtive power
step change in EMT simulation.

B. Optimization for Multiple Operating Points

In order to make the parameter selection robust [17] (i.e.,
valid over the projected operating range), instead of using the
dominant eigenvalue at a single operating point as in (19), a
weighted sum of the dominant eigenvalues at each of the M
operating points is used as in (21), and depicted in Fig. 6.

In this example, M = 3 typical operating points of P1 =
0.5 pu, P2 = 0.7 pu, and P3 = 1.0 pu, are considered. Also,
equal weights W1,2,3 = 1/3, are assumed.

ξdom =

M∑
m=1

min

 −σk,m√
σ2
k,m + ω2

k,m

Wm (21)

Fig. 6. Modified GA procedure including robustness.

Table V shows the VSG’s parameters after the robust
optimization which considers multiple operating points. The
dominant damping ratios for four different operating points
are given in Table VI with these optimized parameters. The
damping ratios of VSG with the previous parameter set (in
Table III) which was optimized only for the rated condition
are also listed for comparison.

It is clear that the VSG with the robust set of parameters
gives an overall optimized response over the range of operating
points. However, the response for a particular operating point
may be sub-optimal. For example, the optimal performance
for Pt = 1.0 pu gives ξ = 0.707, but drops marginally to
ξ = 0.532 when we sacrifice some performance in order to
provide universally good damping over the expected operating
range.

TABLE V
PARAMETERS OF VSG WITH Robust OPTIMIZATION INCLUDING

MULTIPLE OPERATING POINTS

Parameter Optimized value Parameter Optimized value
H 3.3775 s La 0.00948 pu
Dw 5.0998 Lmd 1.98853 pu
Ra 0.10502 pu Lfd 0.02473 pu
R1d 0.03396 pu L1d 0.11581 pu
Rfd 0.00785 pu Lmq 1.45503 pu
R1q 0.02917 pu L1q 0.29485 pu

TABLE VI
DOMINANT DAMPING RATIO OF DIFFERENT OPERATING POINTS

Operating Point VSG with VSG with
(Output Power Pt) Optimized Parameters Robust Parameters

Pt = 1.0pu 0.707 0.532
Pt = 0.7pu 0.698 0.571
Pt = 0.5pu 0.561 0.538
Pt = 0.1pu 0.139 0.416

Fig. 7 shows the step response in the virtual rotor speed
ω with a step reduction in output power of 0.1 pu for two
operating points (Pt = 1.0 pu and Pt = 0.1 pu). After
the robust optimization that takes into account the expected

23rd Power Systems Computation Conference

PSCC 2024

Paris, France — June 4-7, 2024



operating range, the performance is well damped at both
operating points (compare with Figs. 4 (b) and 5).

Fig. 7. Virtual rotor speed ω with robustly optimized parameters under active
power step change in EMT simulation.

C. Response to a Frequency Change

The performance with the robust optimized parameter set
was tested for other disturbances such as a step change in
frequency. Fig. 8 illustrates the response of the virtual rotor
speed ω (obtained by EMT simulation) with a step change
in system frequency from 60.0 Hz to 59.0 Hz. The original
parameters set (in Table III) and the robust parameters set
derived in previous section (in Table V) were used. The results
clearly demonstrate that the robust optimized parameters still
provide a significant damped lead to a enhanced transient
response to the grid frequency disturbance, exhibiting a
smaller settling time (ts = 0.726 s) and a larger damping
ratio (ξ = 0.4348) compared to the original parameters
(ts = 1.623 s and ξ = 0.1229).

0 0.5 1 1.5 2 2.5 3
Time (s)

0.97

0.975

0.98

0.985

0.99

0.995

1

 (
p

u
)

System Frequency = 60Hz to 59Hz

Original Value - 
1
=0.1229

Robust Optimized Value - 
2
=0.4348

Fig. 8. Virtual rotor speed ω with original parameters and robust optimized
parameters under grid frequency step change from 60Hz to 59Hz.

VI. CONCLUSIONS

The parameters of the virtual synchronous generator are not
confined to any physical range as those for a real synchronous
generator are. This paper demonstrates that, removed from the
above physical restriction, a Genetic Algorithm can select the
parameters of the VSG to significantly improve performance
of the system.

Optimization can be carried out for a specific operating
point. For example, at rated power, the dominant damping ratio
of the test system could attain the idealized value of ξ = 0.707,
which has a major increase compared with the pre-optimized
case (ξ = 0.109). It was observed that the damping was most
sensitive to the virtual resistances of the windings. The values
of the optimized resistances were significantly different, some
as much as 50 times larger than the pre-optimized values.

As is clear, optimizing the parameters for a single operating
point gave the best performance at that point, but the VSG
behaved poorly at other operating points. This was corrected
by conducting a robust optimization, where the objective
function was modified to be the weighted sum of the objective
functions of several individual operating points over the
intended operating range. It was shown that doing so gave
an universally good performance for the range of intended
operating points, although it might prove a trifle sub-optimal
for any specific operating point. Also, the system with the
optimized parameters exhibits enhanced damping performance
with the step change in grid frequency, achieving a damping
ratio of ξ = 0.4328.
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